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#### Abstract

Consider the motion of a gas of electrons with a background of ions, subject to the self-consistent electric field and to a constant external magnetic field. As the Debye length and the Larmor radius vanish at the same rate, the asymptotic current density is governed by the 2D1/2 incompressible Euler equation. Establishing limit requires to overcome various difficulties: compactness with respect to the space variable, control of large velocities, oscillations in the time variable. Yet, for particular initial data, the simultaneous gyrokinetic and quasineutral approximation is completely justified.
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## 1. Introduction

The subject matter of this paper is the mathematical modeling of magnetized plasmas in regimes encountered for instance in tokamaks. In such regimes the plasma is subject to a strong axial magnetic field, inducing high frequencies in the number densities of charged species. In view of the need for numerical simulations in this context, establishing envelope equations that average out these high frequencies as the intensity $|B|$ of the magnetic field tends to infinity is therefore of considerable importance.

However, the features of the asymptotic regime so obtained strongly depend in particular upon the ordering of the following parameters ${ }^{23}$ :

- $\rho_{e}=m c^{2} / e|B|$, the Larmor radius of the electrons (with mass $m$ and charge $-e$ )
- $\rho_{i}=M c^{2} / Z e|B|$, the Larmor radius of the ions (with mass $M$ and charge $Z e$ )
- $\lambda_{D}=\left(\varepsilon_{0} m c^{2} / n_{e} e^{2}\right)^{1 / 2}$, the Debye length where $n_{e}$ denotes the average density of electrons
- $L$, the macroscopic (observation) length scale.

Here $\varepsilon_{0}$ and $c$ denote as usual the dielectric permittivity of the vacuum and the speed of light.

### 1.1. Scalings

Near the axis of the tokamak, one can consider that

$$
\rho_{e}=\lambda_{D}=0, \quad \rho_{i} \ll L
$$

This implies that the plasma is quasineutral and that the density of electrons is given by the Boltzmann relation, i.e. $n_{e}(t, x)=n_{0} \exp (e \phi(t, x))$ where $\phi$ is the electric potential and $-e$ the charge of the electron. The motion of ions is then obtained by the classical gyrokinetic approximation.

Closer to the "boundary", typically on a distance of many ion gyroradii, one can define a domain, called the "presheath", where

$$
\rho_{e} \sim \lambda_{D} \ll L, \quad L \sim \rho_{i} .
$$

There, the plasma is still quasineutral, but collisions between neutral and charged particles must be taken into account. In particular, a precise description of the motion of electrons is needed.

Still nearer to the "boundary", i.e. at the length scale of the Debye length, there is an electric sheath, i.e. a region where

$$
L \sim \lambda_{D} \sim \rho_{e}, \quad \rho_{i} \gg L
$$

Quasineutrality is not verified there, and the interaction with the boundary (i.e. absorption by the divertors) rules the evolution.

Our purpose in this paper is to study the trajectory of an electron between two collisions in the presheath. In particular, one has to understand what becomes of the gyrokinetic approximation when gradient lengths are of the order of the Larmor radius. Below, we consider a gas of electrons with a background of ions with constant macroscopic density $n_{i}$ so as to maintain global neutrality. Collisions are neglected. Denote by $f \equiv f(t, x, v)$ the number density of light particles (electrons). As usual, $x$ is the position variable, $v$ the velocity variable, $t$ the time and $f$ is the number density, which means that in any infinitesimal volume $d x d v$ of the phase space centered at $(x, v)$, one can find at time $t$ about $f(t, x, v) d x d v$ particles. A large magnetic field $B$ is applied to this gas of particles; however we assume in this paper that the self-consistent magnetic field can be neglected, thereby reducing the Maxwell equations to their electrostatic approximation, meaning that $E$ is governed
by the Poisson equation. ${ }^{9}$ These assumptions lead to the following variant of the Vlasov-Poisson equation:

$$
\begin{gathered}
\partial_{t} f+v \cdot \nabla_{x} f-\frac{e}{m}\left(E+\frac{v}{c} \wedge B\right) \nabla_{v} f=0, \\
\nabla_{x} \wedge E=0, \quad \varepsilon_{0} \nabla_{x} \cdot E=-e \int_{\mathbb{R}^{3}} f d v+Z e n_{i}, \\
f(0, x, v)=f^{i n}(x, v), \quad Z e \int n_{i}(x) d x-e \iint f^{i n}(x, v) d x d v=0 .
\end{gathered}
$$

(We recall at this point that $Z e$ is the charge of the ions.)
In this paper, we consider a very simplified model where the magnetic field $B$ is supposed to be homogeneous and stationary, i.e. constant. In particular, $B=|B| b$ where $b=(0,0,1)$. Define the dimensionless variables

$$
\tilde{t}=\frac{c t}{L}, \quad \tilde{x}=\frac{x}{L}, \quad \tilde{v}=\frac{v}{c} \quad \text { and } \quad \tilde{f}=\frac{f}{Z n_{i}} .
$$

The previous system can be recast in the form

$$
\begin{gathered}
\partial_{\tilde{t}} \tilde{f}+\tilde{v} \cdot \nabla_{\tilde{x}} \tilde{f}-\left(\tilde{E}+\frac{L}{\rho_{e}} \tilde{v} \wedge b\right) \nabla_{\tilde{v}} \tilde{f}=0 \\
\nabla_{\tilde{x}} \wedge \tilde{E}=0, \quad \nabla_{\tilde{x}} \cdot \tilde{E}=\frac{L^{2}}{\lambda_{D}^{2}}\left(1-\int \tilde{f} d \tilde{v}\right), \\
\tilde{f}(0, \tilde{x}, \tilde{v})=\tilde{f}^{i n}(\tilde{x}, \tilde{v}), \quad \iint \tilde{f}^{i n} d \tilde{x} d \tilde{v}=1
\end{gathered}
$$

In the sequel we denote the dimensionless variables with the same letters as the original ones. For simplicity, we assume periodicity in the space variable: hence $(x, v) \in \mathbf{T}^{3} \times \mathbb{R}^{3}$ where $\mathbf{T}^{3}=\mathbb{R}^{3} / \mathbb{Z}^{3}$, equipped with the measure $d x$ identified with the restriction to $\left[0,1\left[^{3}\right.\right.$ of the Lebesgue measure of $\mathbb{R}^{3}$.

With the ordering of the presheath, we introduce a small parameter

$$
\varepsilon=\frac{\lambda_{D}}{L}=\frac{\rho_{e}}{L} \ll 1
$$

Then, if we denote by $V_{\varepsilon}$ the electric potential, one eventually arrives at

$$
\begin{align*}
& \partial_{t} f_{\varepsilon}+v \cdot \nabla_{x} f_{\varepsilon}-\frac{1}{\varepsilon}\left(\nabla_{x} V_{\varepsilon}+v \wedge b\right) \cdot \nabla_{v} f_{\varepsilon}=0 \\
&-\varepsilon \Delta_{x} V_{\varepsilon}=\int f_{\varepsilon} d v-1  \tag{1.1}\\
& f_{\varepsilon}(0, x, v)= f_{\varepsilon}^{i n}(x, v), \quad \iint f_{\varepsilon}^{i n}(x, v) d x d v=1
\end{align*}
$$

The gyrokinetic approximation has already been studied in many different regimes. ${ }^{6,14,18,20,26}$ In all cases, it is assumed that the Larmor radius of the particles is smaller than the Debye length by one order of magnitude, which means that the electric field induces a weak coupling, and that the guiding-center approximation
remains valid. In other words, the variations of the electric field along Larmor circles are assumed to be negligible in all the references above.

By contrast, in the case considered here, the coupling is strong and the collective oscillations are comparable to the magnetic ones; thus we expect a rather different asymptotic regime.

### 1.2. Formal analysis

The existence theory of global weak solutions of the Vlasov-Poisson system is due to Arsen'ev ${ }^{1}$ and can be adapted to (1.1) without difficulty. Classical computations lead to the global conservation of mass and energy

$$
\begin{align*}
& \iint f_{\varepsilon}(t, x, v) d x d v \equiv \iint f_{\varepsilon}^{i n} d x d v=1 \\
& \iint f_{\varepsilon}(t, x, v)|v|^{2} d x d v+\int\left|\nabla_{x} V_{\varepsilon}\right|^{2}(t, x) d x \\
& \quad \equiv \iint f_{\varepsilon}^{i n}|v|^{2} d x d v+\int\left|\nabla_{x} V_{\varepsilon}^{i n}\right|^{2} d x=2 \mathcal{E}_{\varepsilon}^{i n} \tag{1.2}
\end{align*}
$$

while the maximum principle implies that

$$
\begin{equation*}
0 \leq f_{\varepsilon}(t, x, v) \leq\left\|f_{\varepsilon}^{i n}\right\|_{L^{\infty}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)} \quad \text { a.e. on } \mathbb{R}^{+} \times \mathbf{T}^{3} \times \mathbb{R}^{3} \tag{1.3}
\end{equation*}
$$

In (1.2) and (1.3), $\mathcal{E}_{\varepsilon}^{i n}$ and $\left\|f_{\varepsilon}^{i n}\right\|_{L^{\infty}}$ depend on $\varepsilon$ in a way to be made precise later. If both sequences are bounded, there exist $f \in L^{\infty}\left(\mathbb{R}^{+} \times \mathbf{T}^{3} \times \mathbb{R}^{3}\right)$ and $V \in L^{\infty}\left(\mathbb{R}^{+}, H^{1}\left(\mathbf{T}^{3}\right)\right)$ such that, up to extraction of a subsequence,

$$
\begin{aligned}
f_{\varepsilon} & \rightharpoonup f \text { weakly }^{*} \text { in } L^{\infty}\left(\mathbb{R}^{+} \times \mathbf{T}^{3} \times \mathbb{R}^{3}\right) \\
f_{\varepsilon}\left(1+|v|^{2}\right) & \rightharpoonup f\left(1+|v|^{2}\right) \text { weakly in } L^{\infty}\left(\mathbb{R}^{+}, L^{1}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)\right) \\
\nabla_{x} V_{\varepsilon} & \rightharpoonup \nabla_{x} V \text { weakly in } L^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(\mathbf{T}^{3}\right)\right)
\end{aligned}
$$

and taking limits in the Poisson equation

$$
\int f_{\varepsilon} d v \rightharpoonup \int f d v=1 \text { weakly in } L_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+} \times \mathbf{T}^{3}\right)
$$

The conservation laws of mass and momentum are obtained by integrating the kinetic equation against 1 and $v$.

$$
\begin{aligned}
\partial_{t} \int f_{\varepsilon} d v+\nabla_{x} \cdot \int f_{\varepsilon} v d v & =0 \\
\partial_{t} \int f_{\varepsilon} v d v+\nabla_{x} \cdot \int f_{\varepsilon} v^{\otimes 2} d v+\frac{1}{\varepsilon} \nabla_{x} V_{\varepsilon} \int f_{\varepsilon} d v+\frac{1}{\varepsilon} \int f_{\varepsilon} v \wedge b d v & =0
\end{aligned}
$$

Using the Poisson equation $\int f_{\varepsilon} d v=1-\varepsilon \Delta_{x} V_{\varepsilon}$, and the identity

$$
\nabla_{x} V \Delta_{x} V=\nabla_{x}\left(\nabla_{x} V \otimes \nabla_{x} V-\frac{1}{2}\left|\nabla_{x} V\right|^{2} \mathrm{Id}\right)
$$

we can put the previous system in the form

$$
\begin{gather*}
-\varepsilon \partial_{t} \Delta_{x} V_{\varepsilon}+\nabla_{x} \cdot \int f_{\varepsilon} v d v=0,  \tag{1.4}\\
\partial_{t} \int f_{\varepsilon} v d v+\nabla_{x} \cdot \int f_{\varepsilon} v^{\otimes 2} d v+\frac{1}{\varepsilon} \nabla_{x} V_{\varepsilon}-\nabla_{x}\left(\left(\nabla_{x} V_{\varepsilon}\right)^{\otimes 2}-\frac{1}{2}\left|\nabla_{x} V_{\varepsilon}\right|^{2} \mathrm{Id}\right) \\
+\frac{1}{\varepsilon} \int f_{\varepsilon} v \wedge b d v=0 . \tag{1.5}
\end{gather*}
$$

Let $J_{\varepsilon}=\int f_{\varepsilon} v d v$ and $J=\int f v d v$. Taking limits in (1.4) gives

$$
\begin{equation*}
\nabla_{x} \cdot J=0 \tag{1.6}
\end{equation*}
$$

while (1.5) leads to

$$
\begin{equation*}
\nabla_{x} V=-J \wedge b, \quad \partial_{x_{3}} V=0 . \tag{1.7}
\end{equation*}
$$

Combining (1.4) and (1.5) and integrating in $x_{3}$ lead to

$$
\begin{equation*}
-\partial_{t} \int \Delta_{x} V_{\varepsilon} d x_{3}+\nabla_{x} \int\left(\partial_{t} J_{\varepsilon}^{\perp}+\nabla_{x} \cdot \int f_{\varepsilon} v^{\perp} \otimes v d v-\nabla_{x}^{\perp} V_{\varepsilon} \Delta_{x} V_{\varepsilon}\right) d x_{3}=0 \tag{1.8}
\end{equation*}
$$

where $u^{\perp}=u \wedge b=\left(u_{2},-u_{1}, 0\right)$. Taking limits formally in (1.8) leads to

$$
-\partial_{t} \int \Delta_{x} V d x_{3}+\nabla_{x} \int\left(\partial_{t} J^{\perp}+\nabla_{x} \cdot \int f v^{\perp} \otimes v d v-\nabla_{x}^{\perp} V \Delta_{x} V\right) d x_{3}=0
$$

which, combined with (1.7), gives

$$
\begin{equation*}
-2 \partial_{t} \Delta_{x} V+\nabla_{x}^{\prime} \otimes \nabla_{x}^{\prime}: \int f v^{\perp} \otimes v d v d x_{3}-\nabla_{x}^{\perp} V \cdot \nabla_{x} \Delta_{x} V=0 \tag{1.9}
\end{equation*}
$$

(denoting by $\nabla_{x}^{\prime}$ the operator $\left(\partial_{x_{1}}, \partial_{x_{2}}, 0\right)$ ).
Multiplying then the kinetic equation in (1.1) by $\varepsilon$ and assuming that $\nabla_{x} V_{\varepsilon} \cdot \nabla_{v} f_{\varepsilon} \rightarrow \nabla_{x} V \cdot \nabla_{v} f$, one has

$$
\begin{equation*}
\left(v-\nabla_{x}^{\perp} V\right)^{\perp} \cdot \nabla_{v} f=0 \tag{1.10}
\end{equation*}
$$

We multiply this relation successively by $v_{1} v_{2}$ and $v_{1}^{2}-v_{2}^{2}$ and integrate by parts, which leads to

$$
\begin{aligned}
\int\left(v_{2}^{2}-v_{1}^{2}\right) f d v & =-\partial_{x_{1}} V \int v_{2} f d v-\partial_{x_{2}} V \int v_{1} f d v=\left(\partial_{x_{1}} V\right)^{2}-\left(\partial_{x_{2}} V\right)^{2} \\
\int v_{1} v_{2} f d v & =-\frac{1}{2} \partial_{x_{1}} V \int v_{1} f d v+\frac{1}{2} \partial_{x_{2}} V \int v_{2} f d v=-\partial_{x_{1}} V \partial_{x_{2}} V
\end{aligned}
$$

As $\partial_{x_{3}} V=0$, straightforward computations give

$$
\begin{aligned}
\nabla_{x}^{\prime} \otimes \nabla_{x}^{\prime}: \int f v^{\perp} \otimes v d v & =\left(\partial_{x_{1} x_{1}}-\partial_{x_{2} x_{2}}\right) \int v_{1} v_{2} f d v+\partial_{x_{1}} \partial_{x_{2}} \int\left(v_{2}^{2}-v_{1}^{2}\right) f d v \\
& =\left(\partial_{x_{2} x_{2}}-\partial_{x_{1} x_{1}}\right)\left(\partial_{x_{1}} V \partial_{x_{2}} V\right)+\partial_{x_{1}} \partial_{x_{2}}\left[\left(\partial_{x_{1}} V\right)^{2}-\left(\partial_{x_{2}} V\right)^{2}\right] \\
& =-\nabla_{x} \Delta_{x} V \cdot \nabla_{x}^{\perp} V
\end{aligned}
$$

Inserting this relation in (1.9), we obtain

$$
\begin{equation*}
\partial_{t} \Delta_{x} V+\nabla_{x}^{\perp} V \cdot \nabla_{x} \Delta_{x} V=0 \tag{1.11}
\end{equation*}
$$

which is the vorticity formulation of the incompressible 2D Euler equation. Then there exists $\Pi \in L^{\infty}\left(\mathbb{R}^{+}, L^{1}\left(\mathbf{T}^{3}\right)\right)$ such that

$$
\begin{equation*}
\partial_{t} \nabla_{x}^{\perp} V+\left(\nabla_{x}^{\perp} V \cdot \nabla_{x}\right) \nabla_{x}^{\perp} V+\nabla_{x}^{\prime} \Pi=0 . \tag{1.12}
\end{equation*}
$$

The pressure $\Pi$ is then defined as the Lagrange multiplier associated to the incompressibility constraint $\nabla_{x} \cdot \nabla_{x}^{\perp} V=0$.

It remains to obtain the evolution equation for $J_{3}$. By (1.6) and (1.7),

$$
\partial_{x_{3}} J_{3}=0 .
$$

Integrating (1.5) in $x_{3}$ and taking limits formally gives

$$
\partial_{t} J_{3}+\nabla_{x}^{\prime} \cdot \int f v v_{3} d v-\Delta_{x} V \partial_{x_{3}} V=0
$$

After multiplying (1.10) by $v v_{3}$ and integrating by parts, we obtain

$$
\int f v^{\perp} v_{3} d v=-J_{3} \nabla_{x} V
$$

so that

$$
\begin{equation*}
\partial_{t} J_{3}+\nabla_{x} \cdot\left(J_{3} \nabla_{x}^{\perp} V\right)=0 . \tag{1.14}
\end{equation*}
$$

The relations (1.12), (1.14) and (1.7) show that $J$ satisfies the incompressible 2D1/2 Euler equation

$$
\begin{gather*}
\partial_{t} J+\left(J \cdot \nabla_{x}\right) J+\nabla_{x} \Pi=0,  \tag{1.15}\\
\nabla_{x} J=0, \quad \partial_{x_{3}} J=0 .
\end{gather*}
$$

In order to obtain a rigorous asymptotic result, we must first justify the process of taking limits in the nonlinear terms. Compactness with regard to the dependence on the time variable is one of the first difficulties, but we shall see in the sequel (Secs. 3 and 5) that in most cases oscillations in the time variable can be fully described. Compactness with regard to the dependence on the space variable is not obvious since the only control available is the energy bound. In this paper, for certain classes of initial data, we have been able to use the regularity given by the limiting system to establish whatever compactness in the space variable was needed for taking limits in the nonlinear terms. However, there cannot exist a priori estimates giving this type of regularity unconditionally on solutions of (1.1): this is close to a similar observation by DiPerna-Lions on the 3D Euler equations and will be explained in Sec. 6.

The second problem is to take limits in moments of second order in $v$, which relies on controlling large velocities. As with the difficulties described above, this is not a purely technical matter: in fact, similar instabilities are known to exist in the quasineutral regime and modify the expected limit. Under the present scaling
assumption, one can expect that the magnetic perturbation should stabilize the system in the plane orthogonal to $b$, but double-humped instabilities can appear in the direction parallel to $b$. In order to avoid this problem, we consider initial data with special velocity profiles.

## 2. Main Results

In order to address separately the issues described above, we begin by studying the system in some special regimes.

### 2.1. Near-linear regime

The formal analysis shows that the non-oscillatory part of the system (described by the current density and the electric potential) should be governed by the 2D1/2 incompressible Euler equation. If the global energy $\mathcal{E}_{\varepsilon}^{i n}$ is small, the nonlinear terms become negligible with respect to the linear ones, and the non-oscillatory part stays constant. This situation allows us to study separately the oscillatory behavior of the system.

Oscillations are created by the electrical coupling and the Larmor rotation. The next proposition shows how both effects are combined and generate oscillations with frequencies of order $1 / \varepsilon$.

Proposition 2.1. Let $\left(f_{\varepsilon}^{i n}\right)$ be a family of non-negative functions of $L^{1}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)$ such that

$$
\begin{equation*}
\iint f_{\varepsilon}^{i n} d v d x=1 \quad \text { and } \quad \mathcal{E}_{\varepsilon}^{i n} \rightarrow 0 \text { as } \varepsilon \rightarrow 0 \tag{2.1}
\end{equation*}
$$

(with $\mathcal{E}_{\varepsilon}^{\text {in }}$ defined in (1.2)). For every $\varepsilon>0$, let $\left(f_{\varepsilon}, V_{\varepsilon}\right)$ be a solution of the scaled Vlasov-Poisson system (1.1). Define

$$
\begin{equation*}
j_{\varepsilon}=\frac{1}{\sqrt{\mathcal{E}_{\varepsilon}^{i n}}} \int f_{\varepsilon} v d v, \quad \phi_{\varepsilon}=\frac{1}{\sqrt{\mathcal{E}_{\varepsilon}^{i n}}}\left(-\Delta_{x}\right)^{1 / 2} V_{\varepsilon} \tag{2.2}
\end{equation*}
$$

Then, the family $\left(\left(j_{\varepsilon}, \phi_{\varepsilon}\right)\right)_{\varepsilon>0}$ is bounded in $L^{\infty}\left(\mathbb{R}^{+}, L^{1}\left(\mathbf{T}^{3}\right) \times L^{2}\left(\mathbf{T}^{3}\right)\right)$, and for all $s>3 / 2$,

$$
\mathcal{R}\left(\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}, \phi_{\varepsilon}\right)-\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right) \rightarrow 0 \quad \text { strongly in } C\left(\mathbb{R}^{+}, H^{-s}\left(\mathbf{T}^{3}\right)\right) \text { as } \varepsilon \rightarrow 0
$$

where $\mathcal{R}(t)$ is the group of isometries generated by the linear operator

$$
R:(j, \phi) \mapsto\left(j \wedge b+\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \phi,\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot j\right) .
$$

### 2.2. Well-prepared initial data

Next, we establish rigorously the asymptotic equations for the non-oscillatory part of the system, in the case where no oscillation occurs. Assuming that the initial data are well-prepared, meaning that the initial density is such
that $\left(\int f_{\varepsilon}^{i n} v d v,\left(-\Delta_{x}\right)^{1 / 2} V_{\varepsilon}^{i n}\right)$ lies in the nullspace of the operator $R$ defined in Proposition 2.1, we prove that no oscillation appears.

As mentioned in the introduction, we are not able to get a priori compactness with respect to space variables either on the electric field or on the current density; and consequently we cannot take limits in the quadratic terms. Then, in order to establish the asymptotic behavior of the system, we will use a stability property of the limiting equation. More precisely we will use the concept of dissipative solutions introduced by Lions ${ }^{24}$ to prove the convergence of the incompressible 3D NavierStokes equations to the Euler equations, and already used to study the asymptotic behavior of kinetic equations by Golse, ${ }^{5}$ Brenier ${ }^{6}$ and more recently by Lions and Masmoudi. ${ }^{25}$

Definition 2.1. A dissipative solution of the 2D $1 / 2$ incompressible Euler equation (1.15) is a vector field $u \in L^{\infty}\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right) \cap C^{0}\left([0, T], w-L^{2}\left(\mathbf{T}^{3}\right)\right)$ satisfying $\nabla_{x} \cdot u=0$ and $\partial_{x_{3}} u=0$ in the sense of distributions, as well as $u(0,)=.u^{i n}$ and such that

$$
\begin{align*}
\int|w-u|^{2}(t, x) d x \leq & \int|w-u|^{2}(0, x) d x \exp \left(\int_{0}^{t} 2\|D(w)(\tau)\|_{\infty} d s\right) \\
& +2 \int_{0}^{t} \exp \left(\int_{\tau}^{t} 2\|D(w)(s)\|_{\infty} d s\right) \int E(w)(u-w)(\tau, x) d x d \tau \tag{2.3}
\end{align*}
$$

for each vector field $w \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ such that $\nabla_{x} \cdot w=0$ and $\partial_{x_{3}} w=0$, with $D(w)=\frac{1}{2}\left(\nabla_{x} w+\left(\nabla_{x} w\right)^{\mathrm{T}}\right) \in L^{1}\left([0, T], L^{\infty}\left(\mathbf{T}^{3}\right)\right)$, and $E(w)=\partial_{t} w+\left(w \cdot \nabla_{x}\right) w \in$ $L^{1}\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right)$.

Such solutions always exist; they are not weak solutions of (1.15) in conservative form, but coincide with smooth solutions as long as the latter exist. ${ }^{24}$

Proposition 2.2. If there exists a solution $u \in C\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right)$ of (1.15) on $[0, T] \times \mathbf{T}^{3}$ such that $D(u)=\frac{1}{2}\left(\nabla_{x} u+\left(\nabla_{x} u\right)^{\mathrm{T}}\right) \in L^{1}\left([0, T], L^{\infty}\left(\mathbf{T}^{3}\right)\right)$ and $E(u)=$ $\left.\partial_{t} u+\left(u \cdot \nabla_{x}\right) u \in L^{1}\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right)\right)$, then any dissipative solution of (1.15) is equal to $u$ on $[0, T] \times \mathbf{T}^{3}$.

In other words, proving that the current density associated to the solution of (1.1) converges to a dissipative solution of (1.15) entails a strong convergence result in the case where the limiting equation has a smooth solution. The strategy for obtaining dissipative solutions consists of modulating some conserved quantity of the initial system (1.1) by test functions and in establishing a stability inequality similar to (2.3).

A first case is that of well-prepared and almost monokinetic initial data, i.e.

$$
\begin{equation*}
f_{\varepsilon}^{i n} \rightarrow \delta_{v=J^{i n}} \quad \text { as } \varepsilon \rightarrow 0 \tag{2.4}
\end{equation*}
$$

in a sense to be made precise later, for some divergence-free vector field $J^{i n}$ such that $\partial_{x_{3}} J^{i n}=0$. In this case, the quantity which is expected to satisfy a stability
inequality is the modulated Hamiltonian

$$
\frac{1}{2} \iint f_{\varepsilon}|v-J|^{2} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}+J \wedge b\right|^{2} d x
$$

One can then prove that, up to extraction of a subsequence,

$$
\begin{equation*}
f_{\varepsilon} \rightarrow \delta_{v=J} \quad \text { as } \varepsilon \rightarrow 0 \tag{2.5}
\end{equation*}
$$

in some sense, where $J$ is a dissipative solution of (1.15) with initial data $J^{\text {in }}$. More precisely, the following convergence result holds:

Theorem 2.1. Let $T>0$ and $\left(f_{\varepsilon}^{i n}\right)$ be a family of non-negative functions in $L^{1}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)$ such that there exists $J^{i n} \in L^{2}\left(\mathbf{T}^{3}\right)$ with $\nabla_{x} \cdot J^{i n}=0$ and $\partial_{x_{3}} J^{i n}=0$ satisfying

$$
\begin{gather*}
\iint f_{\varepsilon}^{i n} d v d x=1, \quad \sup _{\varepsilon>0} \mathcal{E}_{\varepsilon}^{i n}<+\infty, \\
\sup \left|\int f_{\varepsilon}^{i n} d v-1\right| \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0,  \tag{2.6}\\
\frac{1}{2} \iint\left|v-J^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+J^{i n} \wedge b\right|^{2} d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 .
\end{gather*}
$$

For every $\varepsilon>0$, let $\left(f_{\varepsilon}, V_{\varepsilon}\right)$ be a solution of the scaled Vlasov-Poisson equation (1.1). Then, up to extraction of a sequence $\varepsilon_{n} \rightarrow 0$, the current density $\int f_{\varepsilon_{n}} v d v$ and the scaled electric field $\nabla_{x} V_{\varepsilon_{n}}$ converge weakly in $L^{1}\left([0, T] \times \mathbf{T}^{3}\right) \times L^{2}\left([0, T] \times \mathbf{T}^{3}\right)$ to $(J,-J \wedge b)$ where $J \in C^{0}\left([0, T], w-L^{2}\left(\mathbf{T}^{3}\right)\right)$ is a dissipative solution of the incompressible 2D1/2 Euler equation (1.15).

In particular, if the incompressible 2D1/2 Euler equation (1.15) with initial data $J^{\text {in }}$ has a strong solution on $[0, T]$ (i.e. when $J^{i n}$ is smooth), the whole family $\left(\int f_{\varepsilon} v d v, \nabla_{x} V_{\varepsilon}\right)$ satisfies in addition the strong convergences

$$
\begin{array}{cc}
\int f_{\varepsilon} v d v-\left(\int f_{\varepsilon} d v\right) J \rightarrow 0 & \text { in } L^{1}\left([0, T] \times \mathbf{T}^{3}\right)  \tag{2.7}\\
\nabla_{x} V_{\varepsilon} \rightarrow-J \wedge b & \text { in } L^{2}\left([0, T] \times \mathbf{T}^{3}\right)
\end{array}
$$

as $\varepsilon \rightarrow 0$.
This result can be extended to the case of velocity profiles more general than (2.4) and (2.5) provided that they satisfy some stability condition. Let $h$ be a convex function defined on $\mathbb{R}^{+}$, such that $h^{\prime}(x) \rightarrow-\infty$ as $x \rightarrow 0$ and $h(x) / x \rightarrow+\infty$ as $x \rightarrow+\infty$, more precisely

$$
\left.\forall p \geq 0, \quad \int \mid h^{\prime-1}\left(-r^{2}\right)\right) \mid r^{p} d r<+\infty
$$

(Note that this class of functions is not empty since it contains the usual physical entropy $h: x \mapsto x \log x-x$.) Then it is easy to check that $h$ is an entropy for the Vlasov-Poisson system, i.e. for each solution $f$ of (1.1) with initial data $f^{i n}$,

$$
\iint h(f(t, x, v)) d x d v \leq \iint h\left(f^{i n}(x, v)\right) d x d v
$$

Define the thermodynamic equilibrium $M_{n, J, \theta} \in L^{1}\left(\mathbb{R}^{3}\right)$ as the minimizer of the entropy

$$
\begin{aligned}
& \int h\left(M_{n, J, \theta}\right) d v \\
& \quad=\min \left\{\left.\int h(f) d v\left|\int f d v=n, \int f v d v=J, \int f\right| v\right|^{2} d v=\frac{1}{n} J^{2}+3 n \theta\right\}
\end{aligned}
$$

Elementary techniques of the calculus of variations, coupled with Legendre's identity $\left(h^{\prime}\right)^{-1}=\left(h^{*}\right)^{\prime}$ for the Legendre dual $h^{*}$ of $h$ and symmetry properties, imply that

$$
\begin{equation*}
M_{n, J, \theta}(v)=\left(h^{*}\right)^{\prime}\left(\lambda-\nu\left|v-\frac{J}{n}\right|^{2}\right), \tag{2.8}
\end{equation*}
$$

where $\lambda$ and $\nu>0$ are the Lagrange multipliers associated to the constraints depending only on $n$ and $\theta$. Such profiles are expected to be stable - indeed, as the entropy decreases, if the initial data is close to a local equilibrium at each point, the corresponding solution of (1.1) will be of small entropy and thus should remain close of a local equilibrium at each point. Thus, in the case where the initial data is well-pepared and has a velocity profile (2.8), the quantity expected to satisfy a stability inequality is the modulated free energy

$$
\iint\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, J, 1}\right)-\left(f_{\varepsilon}-M_{1, J, 1}\right) h^{\prime}\left(M_{1, J, 1}\right)\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+J \wedge b\right|^{2} d x .
$$

Actually we will establish that up to extraction of a subsequence,

$$
f_{\varepsilon} \rightarrow M_{1, J, 1} \quad \text { as } \varepsilon \rightarrow 0
$$

in some sense, where $J$ is a dissipative solution of (1.15). More precisely
Theorem 2.2. Let $T>0$ and $\left(f_{\varepsilon}^{i n}\right)$ be a family of non-negative functions of $L^{1}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)$ such that there exists $J^{i n} \in L^{2}\left(\mathbf{T}^{3}\right)$ with $\nabla_{x} \cdot J^{i n}=0$ and $\partial_{x_{3}} J^{\text {in }}=0$ satisfying

$$
\begin{gather*}
\iint f_{\varepsilon}^{i n} d v d x=1, \quad \sup _{\varepsilon>0} \mathcal{E}_{\varepsilon}^{i n}<+\infty, \\
\sup \left|\int f_{\varepsilon}^{i n} d v-1\right| \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0, \\
\iint\left(h\left(f_{\varepsilon}^{i n}\right)-h\left(M_{1, J^{i n}, 1}\right)-\left(f_{\varepsilon}^{i n}-M_{1, J^{i n}, 1}\right) h^{\prime}\left(M_{1, J^{i n}, 1}\right)\right) d v d x \\
+\nu \int\left|\nabla_{x} V_{\varepsilon}^{i n}+J^{i n} \wedge b\right|^{2} d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 . \tag{2.9}
\end{gather*}
$$

For each $\varepsilon>0$, let $\left(f_{\varepsilon}, V_{\varepsilon}\right)$ be a solution of the scaled Vlasov-Poisson equation (1.1). Then, up to extraction of a sequence $\varepsilon_{n} \rightarrow 0$, the current density $\int f_{\varepsilon_{n}} v d v$ and the
scaled electric field $\nabla_{x} V_{\varepsilon_{n}}$ converge weakly in $L^{1}\left([0, T] \times \mathbf{T}^{3}\right)$ and $L^{2}\left([0, T] \times \mathbf{T}^{3}\right)$ respectively to $J$ and $-J \wedge b$ where $J \in C^{0}\left([0, T], w-L^{2}\left(\mathbf{T}^{3}\right)\right)$ is a dissipative solution of the 2D1/2 incompressible Euler equation (1.15).

In particular, if the incompressible 2D1/2 Euler equation (1.15) with initial data $J^{i n}$ has a strong solution on $[0, T]$ (i.e. when $J^{i n}$ is smooth), the whole family $\left(\int f_{\varepsilon} v d v, \nabla_{x} V_{\varepsilon}\right)$ satisfy in addition the strong convergences (2.7) as $\varepsilon \rightarrow 0$.

### 2.3. General initial data

It remains to consider the general case where both the oscillating and the nonoscillating parts contribute to the limiting model. Following Babin, Mahalov and Nicolaenko, ${ }^{3}$ we prove that the non-oscillating part (corresponding to the weak limits of the current density and the electrical field) is generically governed by the incompressible 2D1/2 Euler equation, while the oscillating part is governed by a linear system of equations whose coefficients depend on the non-oscillating part.

The crucial point in this asymptotic analysis is to see that the limiting equations for the non-oscillating part are decoupled - indeed there is no resonance of the oscillating part in the equation governing the evolution of the non-oscillating part. Such a result comes from a precise study of the oscillating frequencies and is established only generically; as the oscillating frequencies depend on the size of the periodic box, we state a convergence result which holds only for almost all periodic boxes. ${ }^{3}$

The second restriction of our result is the regularity of the initial data. As we need precise estimates on the non-oscillating part to describe the oscillating part, we will restrict our attention to regular initial data providing strong solutions of the limiting system.

Finally, for the sake of simplicity, we state and prove our result in the case of almost monokinetic initial data.

Theorem 2.3. Denote by $Q_{a_{1}, a_{2}, a_{3}}=\left(\mathbb{R} / a_{1} \mathbb{Z}\right) \times\left(\mathbb{R} / a_{2} \mathbb{Z}\right) \times\left(\mathbb{R} / a_{3} \mathbb{Z}\right)$. There exists a set $\mathcal{A} \subset\left(\mathbb{R}_{*}^{+}\right)^{3}$ of Lebesgue measure zero such that for all $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$, the asymptotic behavior of the current density and electric field on $Q_{a_{1}, a_{2}, a_{3}}$ can be completely described.

Let $\left(J^{i n}, \Phi^{i n}\right)$ be a function of $C^{r}\left(Q_{a_{1}, a_{2}, a_{3}}\right)$ with $r>13 / 2$ and $\left(a_{1}, a_{2}, a_{3}\right) \in$ $\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$. Denote by $\bar{J}$ the (unique) smooth solution of the incompressible 2D1/2 Euler equation (1.15) on $\mathbb{R}^{+} \times Q_{a_{1}, a_{2}, a_{3}}$ with initial data

$$
\left(\frac{1}{2} \nabla_{x}^{\prime}\left(-\Delta_{x}^{\prime}\right)^{-1 / 2} \int\left(\Phi^{i n} \wedge b\right)^{\prime} d x_{3}+\frac{1}{2} P^{\prime} \int\left(J^{i n}\right)^{\prime} d x_{3}, \int J_{3}^{i n} d x_{3}\right)
$$

with the notations $\nabla_{x}^{\prime}=\left(\partial_{x_{1}}, \partial_{x_{2}}\right), \Delta_{x}^{\prime}=\partial_{x_{1} x_{1}}^{2}+\partial_{x_{2} x_{2}}^{2}$ and $P^{\prime}$ for the $2 D$ Leray projection. Let $\left(f_{\varepsilon}^{\text {in }}\right)$ be a family of non-negative functions of $L^{1}\left(Q_{a_{1}, a_{2}, a_{3}} \times \mathbb{R}^{3}\right)$ such that

$$
\iint f_{\varepsilon}^{i n} d v d x=1, \quad \sup _{\varepsilon>0} \mathcal{E}_{\varepsilon}^{i n}<+\infty
$$

$$
\begin{align*}
& \sup \left|\int f_{\varepsilon}^{i n} d v-1\right| \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0, \\
& \frac{1}{2} \iint\left|v-J^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x \\
& \quad+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi^{i n}\right|^{2} d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 . \tag{2.10}
\end{align*}
$$

For each $\varepsilon>0$, let $\left(f_{\varepsilon}, V_{\varepsilon}\right)$ be a solution of the scaled Vlasov-Poisson equation (1.1) with initial data $f_{\varepsilon}^{i n}$. Then, the whole family $\left(\int f_{\varepsilon} v d v, \nabla_{x} V_{\varepsilon}\right)_{\varepsilon}$ converges weakly to $(\bar{J},-\bar{J} \wedge b)$ in $H_{\text {loc }}^{-1}\left(\mathbb{R}^{+}, L^{1} \times L^{2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$.

More precisely, defining the group of isometries $s \mapsto \mathcal{R}(s)=e^{s R}$ as in Proposition 2.1, the family $\mathcal{R}(t / \varepsilon)\left(\int f_{\varepsilon} v d v,\left(-\Delta_{x}\right)^{1 / 2} V_{\varepsilon}\right)$ converges strongly in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}, W^{-1,3 / 2} \times L^{2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$ to a function $\Psi=\bar{\Psi}+\Psi_{\text {osc }}$ where $\bar{\Psi}=$ $\left(\bar{J},-\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot(\bar{J} \wedge b)\right)$ is the projection of $\Psi$ on the kernel of $R$, and where $\Psi_{\text {osc }}$ is governed by a linear system of equations whose coefficients depend on $\bar{J}$.

A natural question is then to determine the asymptotic behavior of the system when $\left(a_{1}, a_{2}, a_{3}\right)$ belongs to $\mathcal{A}$. In the framework of 2 D rotating fluids (which corresponds to the scaling of the 2D gyrokinetic approximation with fixed Debye length), recent improvements of Schochet's trick ${ }^{8}$ show that the weak convergence actually holds for all $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{3}$. The method consists of a precise characterization of the resonant frequencies. It is not easy to extend this result to our case because the singular perturbation is given by a pseudo-differential operator of order 0 that is much more complicated than a rotation.

Extending the weak convergence result stated in Theorem 2.3 to all periodic boxes and to all stable velocity profiles would achieve partially the program of deriving mathematically the gyrokinetic limit in quasineutral regime. The remaining open questions are two well-known mathematical problems, i.e. the global existence of weak solutions for the 2D1/2 incompressible Euler equation (1.15) and the control of instabilities generated by electrical interactions in the quasineutral regime.

## 3. Near-Linear Regime: Study of the Fast Time Oscillations

We start with a precise description of the oscillatory behavior of the system. The framework of this study is given in Proposition 2.1: there is no particular assumption on the initial data, on the velocity profile, and on the associated macroscopic quantities. We just assume that the initial energy is very small, so that the evolution is governed essentially by the linear part of the system.

Proof of Proposition 2.1. The first step consists of establishing the a priori bounds on the families $\left(j_{\varepsilon}\right)_{\varepsilon>0}$ and $\left(\phi_{\varepsilon}\right)_{\varepsilon>0}$ defined by (2.2). From (1.2) we deduce that

$$
\left\|\nabla_{x} V_{\varepsilon}\right\|_{L^{2}\left(\mathbf{T}^{3}\right)}^{2} \leq 2 \mathcal{E}_{\varepsilon}^{i n}
$$

$$
\left\|\int f_{\varepsilon} v d v\right\|_{L^{1}\left(\mathbf{T}^{3}\right)}^{2} \leq\left(\iint f_{\varepsilon} d x d v\right)\left(\iint f_{\varepsilon}|v|^{2} d x d v\right) \leq 2 \mathcal{E}_{\varepsilon}^{i n}
$$

By the definition of $j_{\varepsilon}$ and $\phi_{\varepsilon}$ and since $\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x}$ is a bounded operator on $L^{2}$,

$$
\begin{equation*}
\left\|j_{\varepsilon}\right\|_{L^{1}\left(\mathbf{T}^{3}\right)} \leq \sqrt{2}, \quad\left\|\phi_{\varepsilon}\right\|_{L^{2}\left(\mathbf{T}^{3}\right)} \leq \sqrt{2} \tag{3.1}
\end{equation*}
$$

Next we derive the equations governing the evolution of $j_{\varepsilon}$ and $\phi_{\varepsilon}$. Rewriting (1.4) and (1.5) in terms of $j_{\varepsilon}$ and $\phi_{\varepsilon}$ leads to

$$
\begin{align*}
\varepsilon \partial_{t} \phi_{\varepsilon}+\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot j_{\varepsilon} & =0 \\
\partial_{t} j_{\varepsilon}+\frac{1}{\varepsilon} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \phi_{\varepsilon}+\frac{1}{\varepsilon} j_{\varepsilon} \wedge b & =S_{\varepsilon} \tag{3.2}
\end{align*}
$$

where $S_{\varepsilon}$ is defined by

$$
S_{\varepsilon}=\nabla_{x} \cdot\left(-\frac{1}{\sqrt{\mathcal{E}_{\varepsilon}^{i n}}} \int f_{\varepsilon} v^{\otimes 2} d v+\frac{1}{\sqrt{\mathcal{E}_{\varepsilon}^{i n}}}\left(\nabla_{x} V_{\varepsilon} \otimes \nabla_{x} V_{\varepsilon}-\frac{1}{2}\left|\nabla_{x} V_{\varepsilon}\right|^{2} \mathrm{Id}\right)\right)
$$

and therefore satisfies

$$
\begin{equation*}
\left\|S_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{+}, W^{-1,1}\left(\mathbf{T}^{3}\right)\right)} \leq c \sqrt{\mathcal{E}_{\varepsilon}^{\text {in }}} \tag{3.3}
\end{equation*}
$$

Equipped with these preliminary results, we can now describe the asymptotic behavior of $j_{\varepsilon}$ and $\phi_{\varepsilon}$ as $\varepsilon \rightarrow 0$. Define the operator

$$
R:(j, \phi) \mapsto\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \phi+j \wedge b,\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot j\right)
$$

and recast (3.2) in the form

$$
\begin{equation*}
\partial_{t}\left(j_{\varepsilon}, \phi_{\varepsilon}\right)+\frac{1}{\varepsilon} R\left(j_{\varepsilon}, \phi_{\varepsilon}\right)=\left(S_{\varepsilon}, 0\right) \tag{3.4}
\end{equation*}
$$

As $R$ is a bounded skew-adjoint operator on $L^{2}\left(\mathbf{T}^{3}\right)$, it generates a unitary group on $L^{2}\left(\mathbf{T}^{3}\right)$ denoted $\mathcal{R}$. In particular,

$$
\begin{equation*}
\partial_{t} \mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)+\frac{1}{\varepsilon} R \mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)=(0,0) \tag{3.5}
\end{equation*}
$$

Then, in order to establish that $\left(j_{\varepsilon}, \phi_{\varepsilon}\right)$ and $\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)$ are asymptotically close to one another as $\varepsilon \rightarrow 0$, we need a stability result in $L^{2}\left(\mathbf{T}^{3}\right)$. Define $\Lambda=$ $\left(-\Delta_{x}\right)^{-1 / 2}$. By Sobolev embedding and (3.3)

$$
\left\|\Lambda^{5 / 2} S_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(\mathbf{T}^{3}\right)\right)} \leq C \sqrt{\mathcal{E}_{\varepsilon}^{i n}}
$$

Assumption (2.1) implies then that $\left(\Lambda^{5 / 2} S_{\varepsilon}\right)$ converges strongly to 0 in $L^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(\mathbf{T}^{3}\right)\right)$ as $\varepsilon \rightarrow 0$. Using (3.4) and (3.5) with the commutation properties $\partial_{t} \Lambda=\Lambda \partial_{t}$ and $R \Lambda=\Lambda R$ gives

$$
\Lambda^{5 / 2}\left(\partial_{t}+\frac{1}{\varepsilon} R\right) \Lambda^{5 / 2}\left(\left(j_{\varepsilon}, \phi_{\varepsilon}\right)-\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)\right)=\left(\Lambda^{5} S_{\varepsilon}, 0\right)
$$

from which we deduce that

$$
\begin{aligned}
\left\|\left(j_{\varepsilon}, \phi_{\varepsilon}\right)-\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)\right\|_{H^{-5 / 2}}^{2} & \leq\left\|\Lambda^{5 / 2}\left(\left(j_{\varepsilon}, \phi_{\varepsilon}\right)-\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)\right)\right\|_{L^{2}\left(\pi^{3}\right)}^{2} \\
& \leq \int_{0}^{t}\left\|\Lambda^{5 / 2} S_{\varepsilon}(s, x)\right\|_{L^{2}\left(\mathbf{T}^{3}\right)}^{2} d s
\end{aligned}
$$

converges to 0 in $C\left(\mathbb{R}^{+}\right)$. By (3.1) and Sobolev embeddings, as $\mathcal{R}$ is unitary on $L^{2}\left(\mathbf{T}^{3}\right)$,

$$
\left\|\left(j_{\varepsilon}, \phi_{\varepsilon}\right)-\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)\right\|_{H^{-3 / 2}\left(\mathbf{T}^{3}\right)} \leq 2\left\|\left(j_{\varepsilon}^{i n}, \phi_{\varepsilon}^{i n}\right)\right\|_{H^{-3 / 2}\left(\mathbf{T}^{3}\right)} \leq 2 \sqrt{2} .
$$

A standard interpolation argument concludes the proof.

## 4. Well-Prepared Initial Data: Convergence of the Non-Oscillating Part

The previous result shows that the linear part of the system does not create oscillations as long as the current density $J_{\varepsilon}=\int f_{\varepsilon} v d v$ and $\Phi_{\varepsilon}$ defined in terms of the electric potential by $\Phi_{\varepsilon}=\left(-\Delta_{x}\right)^{1 / 2} V_{\varepsilon}$ satisfy

$$
\begin{equation*}
\nabla_{x} \cdot J_{\varepsilon}=0, \quad \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}+J_{\varepsilon} \wedge b=0 \tag{4.1}
\end{equation*}
$$

i.e. as long as $\left(J_{\varepsilon}, \Phi_{\varepsilon}\right)$ belongs to the kernel of $R$.

In order to study the asymptotic behavior of the non-oscillating part of the system, we begin by eliminating the oscillations. We assume that the initial data are well-prepared, meaning that they satisfy both conditions (4.1). For such initial data, we see that no oscillation occurs, which implies that the conditions (4.1) are in some sense stable. The corresponding solutions of (1.1) as well as their time derivatives are uniformly bounded, and one can prove the desired convergence by using the stability of the limiting system (1.15).

### 4.1. A preliminary computation

Before prooving Theorems 2.1 and 2.2 , we restate the fundamental stability result for the Vlasov-Poisson system (1.1), which is on the modulated Hamiltonian.

Lemma 4.1. For each scalar field $\Phi \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ and each vector field $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$, the following identity holds:

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x\right) \\
&=--\int D(\bar{J}):\left(\int(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)^{\otimes 2}\right)(t, x) d x \\
& \quad-\frac{1}{2} \int\left(\nabla_{x} \bar{J}\right)\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x
\end{aligned}
$$

$$
\begin{align*}
& -\int\left(\partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}+\frac{\bar{J} \wedge b}{\varepsilon}+\frac{\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi}{\varepsilon}\right) \cdot \int(v-\bar{J}) f_{\varepsilon}(t, x, v) d v d x \\
& -\int\left(\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi-\frac{\bar{J}}{\varepsilon}\right) \cdot\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)(t, x) d x \tag{4.2}
\end{align*}
$$

where $D(\bar{J})=\frac{1}{2}\left(\nabla_{x} \bar{J}+\left(\nabla_{x} \bar{J}\right)^{\mathrm{T}}\right)$.

Proof. Because of the global energy conservation (1.2),

$$
\begin{aligned}
\frac{d}{d t}( & \left.\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2} d x\right) \\
= & \frac{d}{d t}\left(\iint\left(\frac{1}{2} \bar{J}^{2}-v \cdot \bar{J}\right) f_{\varepsilon} d v d x\right. \\
& \left.+\int\left(\frac{1}{2}\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)^{2}-\nabla_{x} V_{\varepsilon} \cdot \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right) d x\right)
\end{aligned}
$$

As $f_{\varepsilon}$ is a solution of the scaled Vlasov equation, integrating by parts gives

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2} d x\right) \\
&= \frac{1}{2} \iint f_{\varepsilon}\left(\partial_{t}+v \nabla_{x}-\frac{1}{\varepsilon} \nabla_{x} V_{\varepsilon} \cdot \nabla_{v}-\frac{1}{\varepsilon} v \wedge b \cdot \nabla_{v}\right)\left(\bar{J}^{2}-2 v \cdot \bar{J}\right) d v d x \\
&+\int\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right) \cdot \partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi d x \\
&+\int\left(-\Delta_{x}\right)^{-1 / 2} \Phi \partial_{t} \Delta_{x} V_{\varepsilon} d x
\end{aligned}
$$

Using the local conservation of mass (1.4) gives

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2} d x\right) \\
&= \iint f_{\varepsilon}(\bar{J}-v)\left(\partial_{t}+v \nabla_{x}\right) \bar{J} d v d x+\frac{1}{\varepsilon} \iint f_{\varepsilon}\left(\nabla_{x} V_{\varepsilon}+v \wedge b\right) \cdot \bar{J} d v d x \\
&+\int\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right) \cdot \partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi d x \\
&+\frac{1}{\varepsilon} \int\left(-\Delta_{x}\right)^{-1 / 2} \Phi \nabla_{x} \cdot \int f_{\varepsilon} v d v d x
\end{aligned}
$$

Decomposing $v=\bar{J}+v-\bar{J}$ leads to

$$
\begin{aligned}
& \frac{d}{d t}( \left.\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2} d x\right) \\
&= \iint f_{\varepsilon}(\bar{J}-v) \cdot\left(\partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}+\frac{1}{\varepsilon} \bar{J} \wedge b+\frac{1}{\varepsilon} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right) d v d x \\
&-\iint D(\bar{J}): f_{\varepsilon}(v-\bar{J})^{\otimes 2} d v d x+\frac{1}{\varepsilon} \iint f_{\varepsilon} \nabla_{x} V_{\varepsilon} \cdot \bar{J} d v d x \\
&+\int\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right) \cdot \partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi d x \\
& \quad-\frac{1}{\varepsilon} \iint \bar{J} \cdot \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi d v d x
\end{aligned}
$$

By the Poisson equation $\int f_{\varepsilon} d v=1-\varepsilon \Delta_{x} V_{\varepsilon}$,

$$
\begin{aligned}
\frac{d}{d t}( & \left.\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2} d x\right) \\
= & \iint f_{\varepsilon}(\bar{J}-v)\left(\partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}+\frac{1}{\varepsilon} \bar{J} \wedge b+\frac{1}{\varepsilon} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right) d v d x \\
& -\iint D(\bar{J}): f_{\varepsilon}(v-\bar{J})^{\otimes 2} d v d x \\
& +\int\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right) \cdot\left(\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi d x-\frac{1}{\varepsilon} \bar{J}+\bar{J} \Delta_{x} V_{\varepsilon}\right) .
\end{aligned}
$$

Decomposing $\nabla_{x} V_{\varepsilon}=\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi+\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi$ and using the identity $\nabla_{x} V \Delta_{x} V=\nabla_{x}\left(\nabla_{x} V \otimes \nabla_{x} V-\frac{1}{2}\left|\nabla_{x} V\right|^{2}\right.$ Id) eventually leads to

$$
\begin{aligned}
\frac{d}{d t} & \left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2} d x\right) \\
= & \iint f_{\varepsilon}(\bar{J}-v)\left(\partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}+\frac{1}{\varepsilon} \bar{J} \wedge b+\frac{1}{\varepsilon} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right) d v d x \\
& -\iint D(\bar{J}): f_{\varepsilon}(v-\bar{J})^{\otimes 2} d v d x \\
& +\int\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right) \cdot\left(\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi d x-\frac{1}{\varepsilon} \bar{J}-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi\right) \\
& +\int D(\bar{J}):\left(\left(\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right)^{\otimes 2}-\frac{1}{2}\left|\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\nabla_{x} V_{\varepsilon}\right|^{2} \mathrm{Id}\right) d x
\end{aligned}
$$

Remarking that $\operatorname{tr}(D(\bar{J}))=\nabla_{x} \cdot \bar{J}$ completes the proof.
Lemma 4.1 gives a stability equality very similar to the inequality (2.3) that defines the notion of dissipative solution for the 2D1/2 incompressible Euler
equation. Indeed, with the acceleration term denoted

$$
\begin{aligned}
E_{\varepsilon}(\bar{J}, \phi)= & \left(\partial_{t} \bar{J}+\bar{J} \cdot \nabla_{x} \bar{J}+\frac{\bar{J} \wedge b}{\varepsilon}+\frac{\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi}{\varepsilon},\right. \\
& \left.\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi-\frac{\bar{J}}{\varepsilon}\right)
\end{aligned}
$$

we deduce from (4.2) that

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x\right) \\
& \leq\|D(\bar{J})\|_{L^{\infty}}\left(\iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x\right) \\
& \quad-\int E_{\varepsilon}(\bar{J}, \phi)\left(\int(v-\bar{J}) f_{\varepsilon} d v,\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)\right)(t, x) d x
\end{aligned}
$$

The acceleration operator $E_{\varepsilon}(\bar{J}, \Phi)$ so defined involves a linear part of order $1 / \varepsilon$ (which is exactly the oscillation operator studied in the previous section), and nonlinear terms of order 1 . If we assume that $(\bar{J}, \Phi)$ satisfies the conditions (4.1), only the non-oscillating part remains.

Corollary 4.1. For each scalar field $\Phi \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ and each vector field $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ satisfying (4.1), the following identity holds:

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x\right) \\
&=-\int D(\bar{J}):\left(\int(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)^{\otimes 2}\right)(t, x) d x \\
&-\int\left(\partial_{t} \bar{J}+\left(\bar{J} \nabla_{x}\right) \bar{J}\right) \int(v-\bar{J}) f_{\varepsilon}(t, x, v) d v d x \\
&-\int\left(\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi\right)\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)(t, x) d x \tag{4.3}
\end{align*}
$$

where $D(\bar{J})$ denotes the symmetrized gradient of $\bar{J}$.
Notice that requiring that $(\bar{J}, \Phi)$ satisfies conditions (4.1) is equivalent to assuming that

$$
\begin{equation*}
\nabla_{x} \cdot \bar{J}=0, \quad \partial_{x_{3}} \bar{J}=0 . \tag{4.4}
\end{equation*}
$$

Then $\Phi$ is uniquely defined by $\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi=-\bar{J} \wedge b$. It is easily seen that

$$
\begin{aligned}
\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi & =-\partial_{t} \bar{J} \wedge b-\bar{J} \nabla_{x} \cdot(\bar{J} \wedge b) \\
& =-\partial_{t} \bar{J} \wedge b-\bar{J}\left(\partial_{x_{1}} \bar{J}_{2}-\partial_{x_{2}} \bar{J}_{1}\right) .
\end{aligned}
$$

Compute each component of the second term using (4.4)

$$
\begin{aligned}
& \bar{J}_{1}\left(\partial_{x_{1}} \bar{J}_{2}-\partial_{x_{2}} \bar{J}_{1}\right)=\bar{J}_{1} \partial_{x_{1}} \bar{J}_{2}+\bar{J}_{2} \partial_{x_{2}} \bar{J}_{2}-\partial_{x_{2}} \frac{\bar{J}_{1}^{2}+\bar{J}_{2}^{2}}{2} \\
& \bar{J}_{2}\left(\partial_{x_{1}} \bar{J}_{2}-\partial_{x_{2}} \bar{J}_{1}\right)=-\bar{J}_{1} \partial_{x_{1}} \bar{J}_{1}-\bar{J}_{2} \partial_{x_{2}} \bar{J}_{1}+\partial_{x_{1}} \frac{\bar{J}_{1}^{2}+\bar{J}_{2}^{2}}{2}
\end{aligned}
$$

We deduce that

$$
\begin{aligned}
\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi= & -\left(\partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}-\nabla_{x} \frac{\bar{J}_{1}^{2}+\bar{J}_{2}^{2}}{2}\right) \wedge b \\
& -\bar{J}_{3} b \nabla_{x} \cdot(\bar{J} \wedge b)
\end{aligned}
$$

Then (4.3) can be rewritten in terms of $\bar{J}$.
Corollary 4.2. For each vector field $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ satisfying (4.4), the following identity holds:

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2}(t, x) d x\right) \\
&=-\int D(\bar{J}):\left(\int(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right)^{\otimes 2}\right)(t, x) d x \\
&-\int E(\bar{J}) \cdot\left(\int(v-\bar{J}) f_{\varepsilon} d v+\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \wedge b\right)(t, x) d x \\
&+\int \bar{J}_{3} \nabla_{x} \cdot(\bar{J} \wedge b) \partial_{x_{3}} V_{\varepsilon}(t, x) d x \tag{4.5}
\end{align*}
$$

where $D(\bar{J})=\frac{1}{2}\left(\nabla_{x} \bar{J}+\left(\nabla_{x} \bar{J}\right)^{\mathrm{T}}\right)$ and $E(\bar{J})=\partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}$.

### 4.2. Convergence proof in the case of monokinetic profiles

In the case of monokinetic profiles, the assumption (2.6) on the initial data implies that there exists $J^{i n} \in L^{2}\left(\mathbf{T}^{3}\right)$ with $\nabla_{x} \cdot J^{i n}=0$ and $\partial_{x_{3}} J^{i n}=0$ satisfying

$$
\frac{1}{2} \iint\left|v-J^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+J^{i n} \wedge b\right|^{2} d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

Then, because of (4.5), we expect that

$$
\frac{1}{2} \iint|v-J|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}+J \wedge b\right|^{2}(t, x) d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

where $J$ is the solution of the 2D1/2 incompressible Euler equation (1.15) with initial data $J^{i n}$. Indeed for such a vector field, conditions (4.4) are satisfied and $E(J)=-\nabla_{x} \Pi$.

Nevertheless, since (1.15) does not have a unique strong solution for general initial data $J^{i n} \in L^{2}\left(\mathbf{T}^{3}\right)$ with $\nabla_{x} \cdot J^{i n}=0$ and $\partial_{x_{3}} J^{i n}=0$, we can establish only a weak form of this convergence result.

Proof of Theorem 2.1. From the global conservations (1.2) and the bounds on the initial conditions (2.6), we infer the existence of $f \in L^{\infty}\left(\mathbb{R}^{+}, \mathcal{M}^{+}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)\right)$ and $V \in L^{\infty}\left(\mathbb{R}^{+}, H^{1}\left(\mathbf{T}^{3}\right)\right)$ such that, up to extraction of a subsequence,

$$
f_{\varepsilon}\left(1+|v|^{2}\right) \rightharpoonup f\left(1+|v|^{2}\right) \quad \text { weakly- }^{*} \text { in } L^{\infty}\left(\mathbb{R}^{+}, \mathcal{M}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)\right)
$$

and

$$
\nabla_{x} V_{\varepsilon} \rightharpoonup \nabla_{x} V \quad \text { weakly-* in } L^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(\mathbf{T}^{3}\right)\right) .
$$

Taking limits in the Poisson equation leads to $\int f d v=1$, while the local conservations (1.4) and (1.5) give, in the limit as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\nabla_{x} \cdot \int f v d v=0 \quad \text { and } \quad \nabla_{x} V=-\int f v d v \wedge b \tag{4.6}
\end{equation*}
$$

in the sense of distributions.
Let $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ be any vector field satisfying (4.4). From (4.5) we deduce the Gronwall type inequality

$$
\begin{align*}
& \frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2}(t, x) d x \\
& \leq\left(\frac{1}{2} \iint\left|v-\bar{J}^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x\right.\left.+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+\bar{J}^{i n} \wedge b\right|^{2} d x\right) \\
& \times \int_{0}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s \\
& \quad-\int_{0}^{t} \int E(\bar{J}) \cdot\left(\int(v-\bar{J}) f_{\varepsilon} d v+\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \wedge b\right)(\tau, x) d x \\
& \times \int_{\tau}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s d \tau \\
& \quad+\int_{0}^{t} \int \bar{J}_{3} \nabla_{x} \cdot(\bar{J} \wedge b) \partial_{x_{3}} V_{\varepsilon}(\tau, x) d x \int_{\tau}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s d \tau \tag{4.7}
\end{align*}
$$

where $\bar{J}^{\text {in }}$ is the initial value of $\bar{J}$.
Denote by $n_{\varepsilon}=\int f_{\varepsilon} d v, J_{\varepsilon}=\int f_{\varepsilon} v d v$ and $J=\int f v d v$. By the Cauchy-Schwarz inequality and the positivity of $f_{\varepsilon}$,

$$
\frac{\left|J_{\varepsilon}-n_{\varepsilon} \bar{J}\right|^{2}}{n_{\varepsilon}} \leq \frac{\left(\int f_{\varepsilon}(v-\bar{J}) d v\right)^{2}}{\int f_{\varepsilon} d v} \leq \int f_{\varepsilon}|v-\bar{J}|^{2} d v
$$

Then, by (4.7),

$$
\frac{1}{2} \int\left(\frac{\left|J_{\varepsilon}-n_{\varepsilon} \bar{J}\right|^{2}}{n_{\varepsilon}}+\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2}\right)(t, x) d x
$$

$$
\begin{gather*}
\leq\left(\frac{1}{2} \iint\left|v-\bar{J}^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+\bar{J}^{i n} \wedge b\right|^{2} d x\right) \\
\times \int_{0}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s \\
-\int_{0}^{t} \int E(\bar{J}) \cdot\left(\left(J_{\varepsilon}-n_{\varepsilon} \bar{J}\right)+\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \wedge b\right)(\tau, x) d x \\
\times \int_{\tau}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s d \tau \\
+\int_{0}^{t} \int \bar{J}_{3} \nabla_{x} \cdot(\bar{J} \wedge b) \partial_{x_{3}} V_{\varepsilon}(\tau, x) d x \int_{\tau}^{t} \exp \left(\|D(\bar{J})\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s d \tau \tag{4.8}
\end{gather*}
$$

As the functional $(n, J) \mapsto \int n^{-1}|J-n \bar{J}|^{2} d x$ is convex and lsc. (lower semi-continuous) with respect to the weak convergence of measures, the convergences $n_{\varepsilon} \rightarrow 1$ and $J_{\varepsilon} \rightarrow J$ in the sense of measures imply that $J$ belongs to $L^{\infty}\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right)$ and that

$$
\int|J-\bar{J}|^{2} d x \leq \liminf _{\varepsilon \rightarrow 0} \int \frac{\left|J_{\varepsilon}-n_{\varepsilon} \bar{J}\right|^{2}}{n_{\varepsilon}} d x
$$

In order to take limits in (4.8), it remains to study the term coming from the initial data.

$$
\begin{aligned}
& \frac{1}{2} \iint\left|v-\bar{J}^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+\bar{J}^{i n} \wedge b\right|^{2} d x \\
& \quad= \frac{1}{2} \iint\left|v-J^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+J^{i n} \wedge b\right|^{2} d x \\
&+\frac{1}{2} \iint\left|J^{i n}-\bar{J}^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\left(J^{i n}-\bar{J}^{i n}\right) \wedge b\right|^{2} d x \\
& \quad+\iint\left(J^{i n}-\bar{J}^{i n}\right) \cdot\left(v-J^{i n}\right) f_{\varepsilon}^{i n} d v d x \\
& \quad-\int\left(J^{i n} \wedge b-\bar{J}^{i n} \wedge b\right) \cdot\left(\nabla_{x} V_{\varepsilon}^{i n}+J^{i n} \wedge b\right) d x
\end{aligned}
$$

The assumption on the initial data (2.6) imply that

$$
\begin{aligned}
& \frac{1}{2} \iint\left|v-\bar{J}^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}^{i n}+\bar{J}^{i n} \wedge b\right|^{2} d x \\
& \quad \rightarrow \frac{1}{2} \int\left|J^{i n}-\bar{J}^{i n}\right|^{2} d x+\frac{1}{2} \int\left|\left(J^{i n}-\bar{J}^{i n}\right) \wedge b\right|^{2} d x \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

Taking limits in (4.8) and using the relations (4.6) leads to

$$
\frac{1}{2} \int\left(|J-\bar{J}|^{2}+\left|\nabla_{x} V+\bar{J} \wedge b\right|^{2}\right)(t, x) d x
$$

$$
\begin{align*}
& \leq \int\left|J^{i n}-\bar{J}^{i n}\right|^{2} d x \int_{0}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s \\
&-\int_{0}^{t} \int E(\bar{J}) \cdot\left((J-\bar{J})+\left(\nabla_{x} V+\bar{J} \wedge b\right) \wedge b\right)(\tau, x) d x \\
& \times \int_{\tau}^{t} \exp \left(\|D(\bar{J})(s)\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\right) d s d \tau \tag{4.9}
\end{align*}
$$

Extending (4.9) by a density argument to all vector fields $\bar{J} \in C\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right)$ satisfying $\nabla_{x} \bar{J}=0, \partial_{x_{3}} \bar{J}=0, D(\bar{J}) \in L^{1}\left([0, T], L^{\infty}\left(\mathbf{T}^{3}\right)\right), E(\bar{J}) \in L^{1}([0, T]$, $\left.L^{2}\left(\mathbf{T}^{3}\right)\right)$ shows that $J$ is a dissipative solution of the 2D1/2 incompressible Euler equation (1.15).

### 4.3. Convergence proof in the case of local thermodynamic equilibria

In the case of velocity profiles defined as minimizers of an entropy with given temperature, the modulated Hamiltonian expected to converge to 0 must be replaced by the modulated free energy

$$
\begin{aligned}
& \iint\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, J, 1}\right)-\left(f_{\varepsilon}-M_{1, J, 1}\right) h^{\prime}\left(M_{1, J, 1}\right)\right) d v d x \\
& \quad+\nu \int\left|\nabla_{x} V_{\varepsilon}+J \wedge b\right|^{2} d x \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

where $J$ is the solution of (1.15) with appropriate initial data and $\nu>0$ is the Lagrange multiplier defined by the relation (2.8)

$$
M_{1,0,1}(v)=\left(h^{*}\right)^{\prime}\left(\lambda-\nu|v|^{2}\right)
$$

and the constraints

$$
\int M_{1,0,1}(v) d v=1, \quad \int|v|^{2} M_{1,0,1}(v) d v=3
$$

Note that this implies the convergence of the current density $\int f_{\varepsilon} v d v$ by the following inequality:

Lemma 4.2. For each non-negative function $f$ with finite relative entropy

$$
\frac{\left|\int f(v-\bar{J}) d v\right|^{2}}{\int f d v} \leq \frac{1}{\nu} \int\left(h(f)-h\left(M_{1, \bar{J}, 1}\right)-\left(f-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v .
$$

Proof. Let $M_{f}$ be the minimizer of

$$
\int h(g) d v
$$

with the same moments as $f$

$$
\begin{aligned}
& \int M_{f} d v=\int f d v=n, \quad \int M_{f} v d v=\int f v d v=J, \quad \text { and } \\
& \int M_{f}\left|v-\frac{J}{n}\right|^{2} d v=\int f\left|v-\frac{J}{n}\right|^{2} d v=3 n \theta
\end{aligned}
$$

By definition

$$
\begin{align*}
& \int\left(h\left(M_{f}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(M_{f}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v \\
& \quad \leq \int\left(h(f)-h\left(M_{1, \bar{J}, 1}\right)-\left(f-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v . \tag{4.10}
\end{align*}
$$

We deduce from (2.8) that

$$
M_{f}=h^{\prime-1}\left(\lambda(n, \theta)-\nu(n, \theta)\left|v-\frac{J}{n}\right|^{2}\right)
$$

which implies in particular that $\int h\left(M_{f}\right) d v$ depends on $n$ and $\theta$ only. Thus

$$
\begin{align*}
& \int\left(h\left(M_{f}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(M_{f}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v \\
& \quad=\int\left(h\left(M_{f}\right)-h\left(M_{1, \bar{J}, 1}\right)+\left(\nu|v-\bar{J}|^{2}-\lambda\right)\left(M_{f}-M_{1, \bar{J}, 1}\right)\right) d v \\
& \quad=\nu n\left|\frac{J}{n}-\bar{J}\right|^{2}+\bar{H}(n, \theta) \tag{4.11}
\end{align*}
$$

where $\bar{H}$ is non-negative. Combining (4.10) and (4.11) gives the expected inequality.

As above, we establish the convergence result on the free-energy in the weak sense only because a unique strong solution for general initial data does not exist for the limiting equation. The key to the proof is the identity

$$
\begin{aligned}
& \frac{d}{d t}\left(\iint\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x\right) \\
& \quad=\frac{d}{d t}\left(\iint\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right)\left(-\lambda+\nu|v-\bar{J}|^{2}\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x\right) \\
& \quad=\nu \frac{d}{d t}\left(\iint f_{\varepsilon}|v-\bar{J}|^{2} d v d x+\int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x\right) .
\end{aligned}
$$

Thus, by Corollary 4.2, for each vector field $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ satisfying conditions (4.4)

$$
\begin{align*}
& \frac{d}{d t}\left(\iint\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x\right) \\
&=-2 \nu \int D(\bar{J}):\left(\int(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right)^{\otimes 2}\right)(t, x) d x \\
&-2 \nu \int E(\bar{J}) \cdot\left(\int(v-\bar{J}) f_{\varepsilon} d v+\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \wedge b\right)(t, x) d x \\
&+2 \nu \int \bar{J}_{3} \nabla_{x} \cdot(\bar{J} \wedge b) \partial_{x_{3}} V_{\varepsilon}(t, x) d x . \tag{4.12}
\end{align*}
$$

The main difficulty consists of estimating the flux term

$$
-2 \nu \int D(\bar{J}):\left(\int(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right)^{\otimes 2}\right)(t, x) d x
$$

in terms of the modulated free energy, in order to conclude by a Gronwall type inequality as before.

Proposition 4.3. Let $T>0$ and $\left(f_{\varepsilon}^{i n}\right)$ be a family of non-negative functions of $L^{1}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)$ such that

$$
\iint f_{\varepsilon}^{i n} d v d x=1, \quad \sup _{\varepsilon>0} \mathcal{E}_{\varepsilon}^{i n}<+\infty
$$

For each $\varepsilon>0$, let $\left(f_{\varepsilon}, V_{\varepsilon}\right)$ be a solution of the scaled Vlasov-Poisson equation (1.1). Then, there exists a non-negative constant $C$ such that for each divergencefree vector field $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ and all $t \in[0, T]$,

$$
\begin{align*}
& \left|\int_{0}^{t} \iint D(\bar{J}):(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v d x d t\right| \\
& \quad \leq C \int_{0}^{t}\|D(\bar{J})\|_{L^{\infty}\left(\mathbf{T}^{3}\right)} \iint\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v d x d s \\
& \quad+C \int_{0}^{t}\|D(\bar{J})\|_{L^{\infty}\left(\mathbf{T}^{3}\right)} \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x d s+\eta_{\varepsilon}(t) \tag{4.13}
\end{align*}
$$

where $\eta_{\varepsilon}$ converges to 0 in $L^{\infty}([0, T])$ as $\varepsilon \rightarrow 0$.
Proposition 4.3 is based on the identity

$$
\begin{align*}
\iint D(\bar{J}):(v-J)^{\otimes 2} f_{\varepsilon} d x d v= & \iint\left(\partial_{x_{1}} \bar{J}_{2}+\partial_{x_{2}} \bar{J}_{1}\right)\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) f_{\varepsilon} d x d v \\
& +\iint \partial_{x_{1}} \bar{J}_{1}\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] f_{\varepsilon} d x d v \tag{4.14}
\end{align*}
$$

which holds because $\bar{J}$ is divergence-free. Then, as $\left(\nabla_{x} V_{\varepsilon}+v \wedge b\right) \cdot \nabla_{v} f_{\varepsilon}=O(\varepsilon)$ in some appropriate sense, we expect that

$$
\begin{aligned}
\iint D(\bar{J}):(v-J)^{\otimes 2} f_{\varepsilon} d x d v \sim & -\int\left(\partial_{x_{1}} \bar{J}_{2}+\partial_{x_{2}} \bar{J}_{1}\right)\left(\partial_{2} V_{\varepsilon}-\bar{J}_{1}\right)\left(\partial_{1} V_{\varepsilon}+\bar{J}_{2}\right) d x \\
& +\int \partial_{x_{1}} \bar{J}_{1}\left[\left(\partial_{2} V_{\varepsilon}-\bar{J}_{1}\right)^{2}-\left(\partial_{1} V_{\varepsilon}+\bar{J}_{2}\right)^{2}\right] d x
\end{aligned}
$$

In order to establish such a claim, we have to integrate by parts both terms on the right-hand side of (4.14), after truncating large values of the density.

Lemma 4.3. There exists a function $g \in C^{1}\left(\mathbb{R}^{+}\right)$with

$$
\int\left(\frac{\left|g^{\prime}\left(r^{2}\right)\right|^{2}}{\left|g\left(r^{2}\right)\right|} r^{6}+g\left(r^{2}\right) r^{4}\right) d r<+\infty
$$

such that the inequality
$f(v)\left(1+|v-\bar{J}|^{2}\right) \mathbf{1}_{f(v) \geq 2 g\left(\frac{1}{2}|v-\bar{J}|^{2}\right)} \leq \frac{4}{\nu}\left(h(f)-h\left(M_{1, \bar{J}, 1}\right)-\left(f-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right)$
holds for each $\bar{J}$ and for each function $f$ for which the right hand side is defined.
Proof. Define the convex function $H$ by

$$
H(x)=\frac{1}{M_{1, \bar{J}, 1}}\left(h\left(M_{1, \bar{J}, 1}(1+x)\right)-h\left(M_{1, \bar{J}, 1}\right)-x M_{1, \bar{J}, 1} h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) .
$$

A direct computation shows that

$$
H^{*}(y)=\frac{1}{M_{1, \bar{J}, 1}}\left(h^{*}\left(y+h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right)+h\left(M_{1, \bar{J}, 1}\right)-M_{1, \bar{J}, 1}\left(y+h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right)\right),
$$

then, by Young's inequality,

$$
\begin{align*}
\frac{\nu}{2}\left(f-M_{1, \bar{J}, 1}\right)\left(1+|v-\bar{J}|^{2}\right) \leq & M_{1, \bar{J}, 1}\left(H\left(\frac{f-M_{1, \bar{J}, 1}}{M_{1, \bar{J}, 1}}\right)+H^{*}\left(\frac{\nu}{2}\left(1+|v-\bar{J}|^{2}\right)\right)\right) \\
\leq & \left(h(f)-h\left(M_{1, \bar{J}, 1}\right)-\left(f-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) \\
& +h^{*}\left(\lambda+\frac{\nu}{2}-\frac{\nu}{2}|v-\bar{J}|^{2}\right)+h\left(M_{1, \bar{J}, 1}\right) \\
& +M_{1, \bar{J}, 1}\left(\frac{\nu}{2}|v-\bar{J}|^{2}-\frac{\nu}{2}-\lambda\right) . \tag{4.15}
\end{align*}
$$

Define then $g$ by

$$
\begin{equation*}
g(r)=\frac{2}{\nu}\left(h^{*}\left(\lambda+\frac{\nu}{2}-\nu r\right)+h\left(h^{\prime-1}(\lambda-2 \nu r)\right)+h^{\prime-1}(\lambda-2 \nu r)(2 \nu r-\lambda)\right) . \tag{4.16}
\end{equation*}
$$

Then (4.15) can be recast as

$$
f\left(1+|v-\bar{J}|^{2}\right) \leq \frac{2}{\nu}\left(h(f)-h\left(M_{1, \bar{J}, 1}\right)-\left(f-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right)+g\left(\frac{1}{2}|v-\bar{J}|^{2}\right)
$$

from which we deduce that
$f(v)\left(1+|v-\bar{J}|^{2}\right) \mathbf{1}_{f(v) \geq 2 g\left(\frac{1}{2}|v-\bar{J}|^{2}\right)} \leq \frac{4}{\nu}\left(h(f)-h\left(M_{1, \bar{J}, 1}\right)-\left(f-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right)$.
Moreover, the assumptions made on $h$ guarantee that $g$ defined by (4.16) verifies the expected regularity and integrability conditions. Indeed

$$
\begin{aligned}
& g(r)=\frac{2}{\nu} h^{*}\left(\lambda+\frac{\nu}{2}-\nu r\right)-\frac{2}{\nu} h^{*}(\lambda-2 \nu r) \underset{r \rightarrow \infty}{\sim} 2 \int_{\infty}^{r}\left(h^{\prime}\right)^{-1}\left(\lambda+\frac{\nu}{2}-\nu s\right) d s \\
& g^{\prime}(r)=-2\left(h^{\prime}\right)^{-1}\left(\lambda+\frac{\nu}{2}-\nu r\right)+4\left(h^{\prime}\right)^{-1}(\lambda-2 \nu r) \underset{r \rightarrow \infty}{\sim}-2\left(h^{\prime}\right)^{-1}\left(\lambda+\frac{\nu}{2}-\nu r\right)
\end{aligned}
$$

and these, together with the assumption that

$$
\left.\forall p \geq 0, \quad \int \mid h^{\prime-1}\left(-r^{2}\right)\right) \mid r^{p} d r<+\infty
$$

leads to the expected bound.
Equipped with this preliminary result, we can now prove Proposition 4.3.
Proof of Proposition 4.3. Introduce a smooth truncation $\gamma \in C^{\infty}\left(\mathbb{R}^{+},[0,1]\right)$ such that

$$
\gamma \equiv \begin{cases}1 & \text { on }[0,2] \\ 0 & \text { on }[3,+\infty[.\end{cases}
$$

Denote by $f_{\varepsilon}$ a solution of (1.1) and by $\tilde{f}_{\varepsilon}=f_{\varepsilon} \gamma\left(\frac{f_{\varepsilon}}{g}\right)$ where $g$ and all its derivatives are always taken at point $|v-\bar{J}|^{2} / 2$. Then,

$$
\begin{align*}
\varepsilon \partial_{t} \tilde{f}_{\varepsilon}+\varepsilon v \cdot \nabla_{x} \tilde{f}_{\varepsilon}-\left(\nabla_{x} V_{\varepsilon}+v \wedge b\right) \cdot \nabla_{v} \tilde{f}_{\varepsilon}= & \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \cdot(v-\bar{J}) \\
& +\frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\varepsilon \partial_{t} \bar{J}+\varepsilon v \cdot \nabla_{x} \bar{J}\right) \cdot(v-\bar{J}) . \tag{4.17}
\end{align*}
$$

Integrating (4.17) against $\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right)$ leads to

$$
\begin{aligned}
\int \tilde{f}_{\varepsilon} & {\left[\left(v_{2}-\bar{J}_{2}\right)\left(\partial_{1} V_{\varepsilon}+v_{2}\right)+\left(v_{1}-\bar{J}_{1}\right)\left(\partial_{2} V_{\varepsilon}-v_{1}\right)\right] d v } \\
= & -\varepsilon \partial_{t} \int \tilde{f}_{\varepsilon}\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v-\varepsilon \nabla_{x} \cdot \int \tilde{f}_{\varepsilon}\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) v d v \\
& -\varepsilon \int \tilde{f}_{\varepsilon}\left(\partial_{t} \bar{J}_{1}\left(v_{2}-\bar{J}_{2}\right)+\partial_{t} \bar{J}_{2}\left(v_{1}-\bar{J}_{1}\right)\right) d v \\
& -\varepsilon \int \tilde{f}_{\varepsilon}\left(v \cdot \nabla_{x} \bar{J}_{1}\left(v_{2}-\bar{J}_{2}\right)+v \cdot \nabla_{x} \bar{J}_{2}\left(v_{1}-\bar{J}_{1}\right)\right) d v
\end{aligned}
$$

$$
\begin{aligned}
& +\varepsilon \int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\partial_{t} \bar{J}+v \cdot \nabla_{x} \bar{J}\right) \cdot(v-\bar{J})\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v \\
& +\int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right)(v-\bar{J})\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v
\end{aligned}
$$

while integrating against $\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}$ gives
$2 \int \tilde{f}_{\varepsilon}\left[\left(v_{1}-\bar{J}_{1}\right)\left(\partial_{1} V_{\varepsilon}+v_{2}\right)-\left(v_{2}-\bar{J}_{2}\right)\left(\partial_{2} V_{\varepsilon}-v_{1}\right)\right] d v$ $=-\varepsilon \partial_{t} \int \tilde{f}_{\varepsilon}\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] d v-\varepsilon \nabla_{x} \cdot \int \tilde{f}_{\varepsilon}\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] v d v$ $-2 \varepsilon \int \tilde{f}_{\varepsilon}\left(\partial_{t} \bar{J}_{1}\left(v_{1}-\bar{J}_{1}\right)-\partial_{t} \bar{J}_{2}\left(v_{2}-\bar{J}_{2}\right)\right) d v$ $-2 \varepsilon \int \tilde{f}_{\varepsilon}\left(v \cdot \nabla_{x} \bar{J}_{1}\left(v_{1}-\bar{J}_{1}\right)-v \cdot \nabla_{x} \bar{J}_{2}\left(v_{2}-\bar{J}_{2}\right)\right) d v$ $+\varepsilon \int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\partial_{t} \bar{J}+v \nabla_{x} \bar{J}\right) \cdot(v-\bar{J})\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] d v$ $+\int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \cdot(v-\bar{J})\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] d v$.

Decomposing $f_{\varepsilon}=\tilde{f}_{\varepsilon}+f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)$ leads to

$$
\begin{aligned}
& \int f_{\varepsilon}\left[\left(v_{2}-\bar{J}_{2}\right)^{2}-\left(v_{1}-\bar{J}_{1}\right)^{2}\right] d v \\
&= \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)\left[\left(v_{2}-\bar{J}_{2}\right)^{2}-\left(v_{1}-\bar{J}_{1}\right)^{2}\right] d v \\
&+\int f_{\varepsilon} \gamma\left(\frac{f_{\varepsilon}}{g}\right)\left[\left(v_{2}-\bar{J}_{2}\right)\left(-\partial_{1} V_{\varepsilon}-\bar{J}_{2}\right)-\left(v_{1}-\bar{J}_{1}\right)\left(\partial_{2} V_{\varepsilon}-\bar{J}_{1}\right)\right] d v \\
&+\int f_{\varepsilon} \gamma\left(\frac{f_{\varepsilon}}{g}\right)\left[\left(v_{2}-\bar{J}_{2}\right)\left(v_{2}+\partial_{1} V_{\varepsilon}\right)-\left(v_{1}-\bar{J}_{1}\right)\left(v_{1}-\partial_{2} V_{\varepsilon}\right)\right] d v \\
&= \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)\left[\left(v_{2}-\bar{J}_{2}\right)^{2}-\left(v_{1}-\bar{J}_{1}\right)^{2}\right] d v \\
&+\int \tilde{f}_{\varepsilon}\left[\left(v_{2}-\bar{J}_{2}\right)\left(-\partial_{1} V_{\varepsilon}-\bar{J}_{2}\right)-\left(v_{1}-\bar{J}_{1}\right)\left(\partial_{2} V_{\varepsilon}-\bar{J}_{1}\right)\right] d v \\
&-\varepsilon \partial_{t} \int \tilde{f}_{\varepsilon}\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v-\varepsilon \nabla_{x} \int \tilde{f}_{\varepsilon}\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) v d v \\
&-\varepsilon \int \tilde{f}_{\varepsilon}\left(\partial_{t} \bar{J}_{1}\left(v_{2}-\bar{J}_{2}\right)+\partial_{t} \bar{J}_{2}\left(v_{1}-\bar{J}_{1}\right)\right) d v
\end{aligned}
$$

$$
\begin{align*}
& \quad-\varepsilon \int \tilde{f}_{\varepsilon}\left(v \cdot \nabla_{x} \bar{J}_{1}\left(v_{2}-\bar{J}_{2}\right)+v \cdot \nabla_{x} \bar{J}_{2}\left(v_{1}-\bar{J}_{1}\right)\right) d v \\
& +\varepsilon \int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\partial_{t} \bar{J}+v \cdot \nabla_{x} \bar{J}\right) \cdot(v-\bar{J})\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v \\
& \\
& +\int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \cdot(v-\bar{J})\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v  \tag{4.18}\\
& =I_{1}+I_{2}+\partial_{t} I_{3}+\nabla_{x} I_{4}+I_{5}+I_{6}
\end{align*}
$$

and

$$
\begin{align*}
& 4 \int f_{\varepsilon}\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v \\
&= 4 \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)\left(v_{1}-\bar{J}_{1}\right)\left(v_{2}-\bar{J}_{2}\right) d v \\
&+2 \int \tilde{f}_{\varepsilon}\left[-\left(v_{1}-\bar{J}_{1}\right)\left(\partial_{1} V_{\varepsilon}+\bar{J}_{2}\right)+\left(v_{2}-\bar{J}_{2}\right)\left(\partial_{2} V_{\varepsilon}-\bar{J}_{1}\right)\right] d v \\
&-\varepsilon \partial_{t} \int \tilde{f}_{\varepsilon}\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] d v-\varepsilon \nabla_{x} \int \tilde{f}_{\varepsilon}\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] v d v \\
&-2 \varepsilon \int \tilde{f}_{\varepsilon}\left(\partial_{t} \bar{J}_{1}\left(v_{1}-\bar{J}_{1}\right)-\partial_{t} \bar{J}_{2}\left(v_{2}-\bar{J}_{2}\right)\right) d v \\
&-2 \varepsilon \int \tilde{f}_{\varepsilon}\left(v \cdot \nabla_{x} \bar{J}_{1}\left(v_{1}-\bar{J}_{1}\right)-v \cdot \nabla_{x} \bar{J}_{2}\left(v_{2}-\bar{J}_{2}\right)\right) d v \\
&+\varepsilon \int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\partial_{t} \bar{J}+v \nabla_{x} \bar{J}\right) \cdot(v-\bar{J})\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] d v \\
&+\int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right) g^{\prime}\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \cdot(v-\bar{J})\left[\left(v_{1}-\bar{J}_{1}\right)^{2}-\left(v_{2}-\bar{J}_{2}\right)^{2}\right] d v \\
&= I_{1}^{\prime}+I_{2}^{\prime}+\partial_{t} I_{3}^{\prime}+\nabla_{x} I_{4}^{\prime}+I_{5}^{\prime}+I_{6}^{\prime} . \tag{4.19}
\end{align*}
$$

It remains to estimate each term on the right-hand sides of (4.18) and (4.19). By Lemma 4.3,

$$
\begin{equation*}
\left.\left|I_{1}\right|+\mid I_{1}^{\prime}\right] \leq C \int\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v \tag{4.20}
\end{equation*}
$$

By the Cauchy-Schwarz inequality, as $\int \tilde{f}_{\varepsilon} d v \leq 2 \int g d v \leq C$,

$$
\left|I_{2}\right|+\left|I_{2}^{\prime}\right| \leq C\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2}+C \frac{\left|\int \tilde{f}_{\varepsilon}(v-\bar{J}) d v\right|^{2}}{1+\int \tilde{f}_{\varepsilon} d v}
$$

Decomposing $f_{\varepsilon}=\tilde{f}_{\varepsilon}+f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)$ leads to

$$
\frac{\left|\int \tilde{f}_{\varepsilon}(v-\bar{J}) d v\right|^{2}}{1+\int \tilde{f}_{\varepsilon} d v} \leq \frac{\left|\int \tilde{f}_{\varepsilon}(v-\bar{J}) d v\right|^{2}}{1+\int f_{\varepsilon} d v}+\frac{\left|\int \tilde{f}_{\varepsilon}(v-\bar{J}) d v\right|^{2} \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right) d v}{\left(1+\int \tilde{f}_{\varepsilon} d v\right)\left(1+\int f_{\varepsilon} d v\right)}
$$

$$
\begin{aligned}
\leq & 2 \frac{\left|\int f_{\varepsilon}(v-\bar{J}) d v\right|^{2}}{1+\int f_{\varepsilon} d v}+2 \frac{\left|\int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)\right| v-\bar{J}|d v|^{2}}{1+\int f_{\varepsilon} d v} \\
& +4\left|\int g\right| v-\bar{J}|d v|^{2} \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right) d v \\
\leq & 2 \frac{\left|\int f_{\varepsilon}(v-\bar{J}) d v\right|^{2}}{1+\int f_{\varepsilon} d v}+2 \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right)|v-\bar{J}|^{2} d v \\
& +4\left|\int g\right| v-\bar{J}|d v|^{2} \int f_{\varepsilon}\left(1-\gamma\left(\frac{f_{\varepsilon}}{g}\right)\right) d v .
\end{aligned}
$$

By Lemmas 4.3 and 4.2

$$
\frac{\left|\int \tilde{f}_{\varepsilon}(v-\bar{J}) d v\right|^{2}}{1+\int \tilde{f}_{\varepsilon} d v} \leq C \int\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v .
$$

Thus,

$$
\begin{align*}
\left(\left|I_{2}\right|+\left|I_{2}^{\prime}\right|\right) \leq & C \int\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v \\
& +C\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} . \tag{4.21}
\end{align*}
$$

In the same way,

$$
\left|I_{6}\right|+\left|I_{6}^{\prime}\right| \leq C\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2}+C\left|\int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right)\right| g^{\prime}| | v-\left.\left.\bar{J}\right|^{3} d v\right|^{2}
$$

with

$$
\begin{aligned}
& \left|\int \frac{f_{\varepsilon}^{2}}{g^{2}} \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right)\right| g^{\prime}| | v-\left.\left.\bar{J}\right|^{3} d v\right|^{2} \\
& \quad \leq C\left(\int g \gamma^{\prime}\left(\frac{f_{\varepsilon}}{g}\right)|v-\bar{J}|^{2} d v\right)\left(\int \frac{\left|g^{\prime}\right|^{2}}{g}|v-\bar{J}|^{4} d v\right) \\
& \quad \leq C \int\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v
\end{aligned}
$$

by Lemma 4.3. Then,

$$
\begin{align*}
\left(\left|I_{6}\right|+\left|I_{6}^{\prime}\right|\right) \leq & C \int\left(h\left(f_{\varepsilon}\right)-h\left(M_{1, \bar{J}, 1}\right)-\left(f_{\varepsilon}-M_{1, \bar{J}, 1}\right) h^{\prime}\left(M_{1, \bar{J}, 1}\right)\right) d v \\
& +C\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} \tag{4.22}
\end{align*}
$$

From the trivial bound $\tilde{f}_{\varepsilon} \leq 2 g$ combined with the estimates on $g$ stated in Lemma 4.3, we deduce that $I_{3}, I_{3}^{\prime}, I_{4}, I_{4}^{\prime}, I_{5}$ and $I_{5}^{\prime}$ converge to 0 in $L^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$. Then, as $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$,

$$
\int\left(\partial_{x_{1}} \bar{J}_{2}+\partial_{x_{2}} \bar{J}_{1}\right) I_{5}^{\prime} d x d s \rightarrow 0 \quad \text { in } L^{\infty}([0, T])
$$

$$
\begin{align*}
\int\left(\partial_{x_{1}} \bar{J}_{1}\right) I_{5} d x d s \rightarrow 0 & \text { in } L^{\infty}([0, T]),  \tag{4.23}\\
\int\left(\partial_{x_{1}} \bar{J}_{2}+\partial_{x_{2}} \bar{J}_{1}\right) \nabla_{x} I_{4}^{\prime} d x \rightarrow 0 & \text { in } L^{\infty}([0, T]) \\
\int\left(\partial_{x_{1}} \bar{J}_{1}\right) \nabla_{x} I_{4} d x \rightarrow 0 & \text { in } L^{\infty}([0, T]) \tag{4.24}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{0}^{t} \int\left(\partial_{x_{1}} \bar{J}_{2}+\partial_{x_{2}} \bar{J}_{1}\right) \partial_{t} I_{3}^{\prime} d x d s \rightarrow 0 \\
& \quad \text { in } L^{\infty}([0, T]),  \tag{4.25}\\
& \int_{0}^{t} \int\left(\partial_{x_{1}} \bar{J}_{1}\right) \partial_{t} I_{3} d x d s \rightarrow 0
\end{align*} \quad \text { in } L^{\infty}([0, T]) .
$$

Combining estimates (4.20)-(4.25) with identities (4.14), (4.18) and (4.19) gives the expected bound (4.13) on the flux term.

Combining (4.12) with the estimates in Lemma 4.2 and in Proposition 4.3 gives the expected convergence.

Proof of Theorem 2.2. The global conservations (1.2) and the bounds on the initial conditions (2.9) imply the existence of $f \in L^{\infty}\left(\mathbb{R}^{+}, L^{1} \cap L^{\infty}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)\right)$ and of $V \in L^{\infty}\left(\mathbb{R}^{+}, H^{1}\left(\mathbf{T}^{3}\right)\right)$ such that, up to extraction of a subsequence,

$$
\begin{aligned}
f_{\varepsilon}\left(1+|v|^{2}\right) & \rightharpoonup f\left(1+|v|^{2}\right) \quad \text { weakly-* in } L^{\infty}\left(\mathbb{R}^{+}, L^{1}\left(\mathbf{T}^{3} \times \mathbb{R}^{3}\right)\right), \\
\nabla_{x} V_{\varepsilon} & \rightharpoonup \nabla_{x} V \quad \text { weakly-* in } L^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(\mathbf{T}^{3}\right)\right) .
\end{aligned}
$$

Taking limits in the Poisson equation shows that $\int f d v=1$, while the local conservations laws (1.4) and (1.5) give asymptotically

$$
\nabla_{x} \cdot \int f v d v=0 \quad \text { and } \quad \nabla_{x} V=-\int f v d v \wedge b
$$

in the sense of distributions.
Let $\bar{J} \in C^{\infty}\left([0, T] \times \mathbf{T}^{3}\right)$ be any vector field verifying the conditions (4.4). From (4.12) and (4.3) we deduce the existence of a non-negative constant $C$ such that, for all $t \in[0, T]$

$$
\begin{aligned}
& \iint M_{1, \bar{J}, 1} H\left(\frac{f_{\varepsilon}-M_{1, \bar{J}, 1}}{M_{1, \bar{J}, 1}}\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x \\
& \leq \iint M_{1, \bar{J}^{i n}, 1} H\left(\frac{f_{\varepsilon}^{i n}-M_{1, \bar{J}^{i n}, 1}}{M_{1, \bar{J}^{i n}, 1}}\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+\bar{J}^{i n} \wedge b\right|^{2} d x \\
& \quad+C \int_{0}^{t}\|D(\bar{J})\|_{L^{\infty}\left(\mathbf{T}^{3}\right)}\left(\iint M_{1, \bar{J}, 1} H\left(\frac{f_{\varepsilon}-M_{1, \bar{J}, 1}}{M_{1, \bar{J}, 1}}\right) d v d x+\int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x\right) d s
\end{aligned}
$$

$$
\begin{aligned}
& -2 \nu \int_{0}^{t} \int E(\bar{J}) \cdot\left(\int(v-\bar{J}) f_{\varepsilon} d v+\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \wedge b\right)(s, x) d x d s \\
& +2 \nu \int_{0}^{t} \int \bar{J}_{3} \nabla_{x}(\bar{J} \wedge b) \partial_{x_{3}} V_{\varepsilon}(s, x) d x d s+\eta_{\varepsilon}(t)
\end{aligned}
$$

where $\eta_{\varepsilon} \rightarrow 0$ in $L^{\infty}([0, T])$ for all $T>0$. Below, we denote $n_{\varepsilon}=\int f_{\varepsilon} d v, J_{\varepsilon}=$ $\int f_{\varepsilon} v d v$ and $J=\int f v d v$. Gronwall's inequality and Lemma 4.2 imply that

$$
\begin{align*}
& \nu \int \frac{\left|J_{\varepsilon}-n_{\varepsilon} \bar{J}\right|^{2}}{n_{\varepsilon}} d x+\nu \int\left|\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right|^{2} d x \\
& \begin{aligned}
& \leq\left(\iint M_{1, \bar{J}^{i n}, 1} H\left(\frac{f_{\varepsilon}^{i n}-M_{1, \bar{J}^{i n}, 1}}{M_{1, \bar{J}^{i n}, 1}}\right) d v d x+\nu \int\left|\nabla_{x} V_{\varepsilon}^{i n}+\bar{J}^{i n} \wedge b\right|^{2} d x+\eta_{\varepsilon}\right) \\
& \times \exp \left(C \int_{0}^{t}\|D(\bar{J})\|_{L_{x}^{\infty}} d s\right) \\
&-2 \nu \int_{0}^{t} \int E(\bar{J}) \cdot\left(\int(v-\bar{J}) f_{\varepsilon} d v+\left(\nabla_{x} V_{\varepsilon}+\bar{J} \wedge b\right) \wedge b\right)(s, x) \\
& \times \exp \left(C \int_{s}^{t}\|D(\bar{J})(s)\|_{L_{x}^{\infty}} d \tau\right) d x d s
\end{aligned}
\end{align*}
$$

A direct computation shows that

$$
\begin{aligned}
\iint M_{1, \bar{J}^{i n}, 1} H\left(\frac{f_{\varepsilon}^{i n}-M_{1, \bar{J}^{i n}, 1}}{M_{1, \bar{J}^{i n}, 1}}\right) d v d x= & \iint M_{1, J^{i n}, 1} H\left(\frac{f_{\varepsilon}^{i n}-M_{1, J^{i n}, 1}}{M_{1, J^{i n}, 1}}\right) d v d x \\
& +\nu \iint f_{\varepsilon}^{i n}\left|J^{i n}-\bar{J}^{i n}\right|^{2} d v d x
\end{aligned}
$$

Then, taking limits in (4.26) as $\varepsilon \rightarrow 0$ leads to

$$
\begin{aligned}
& \nu\left(\int|J-\bar{J}|^{2} d x+\left|\nabla_{x} V+\bar{J} \wedge b\right|^{2} d x\right) \\
& \quad \leq\left(2 \nu \int\left|J^{i n}-\bar{J}^{i n}\right|^{2} d x\right) \exp \left(C \int_{0}^{t}\|D(\bar{J})(s)\|_{L_{x}^{\infty}} d s\right) \\
& \quad-2 \nu \int_{0}^{t} \int E(\bar{J})\left((J-\bar{J})+\left(\nabla_{x} V \wedge b-\bar{J}^{\prime}\right)\right)(s, x) \\
& \quad \times \exp \left(C \int_{s}^{t}(s)\|D(\bar{J})(s)\|_{L_{x}^{\infty}} d \tau\right) d x d s
\end{aligned}
$$

by the same convexity argument as in the proof of Theorem 2.1. Extending the stability inequality so obtained to all divergence-free vector fields $\bar{J} \in C([0, T]$, $\left.L^{2}\left(\mathbf{T}^{3}\right)\right)$ satisfying $\nabla_{x} \cdot \bar{J}=0, \partial_{x_{3}} \bar{J}=0, D(\bar{J}) \in L^{\infty}\left([0, T], L^{\infty}\left(\mathbf{T}^{3}\right)\right), E(\bar{J}) \in L^{1}$ $\left([0, T], L^{2}\left(\mathbf{T}^{3}\right)\right)$, concludes the proof.

## 5. General Initial Data: Study of the Coupling Between Oscillating Terms

If $(\bar{J}, \Phi)$ does not satisfy conditions (4.1), we must consider the general stability inequality given by Lemma 4.1

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \iint|v-\bar{J}|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x\right) \\
&=-\int D(\bar{J}):\left(\int(v-\bar{J})^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)^{\otimes 2}\right)(t, x) d x \\
&-\frac{1}{2} \int\left(\nabla_{x} \cdot \bar{J}\right)\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right|^{2}(t, x) d x \\
&-\int E_{\varepsilon}(\bar{J}, \Phi) \cdot\left(\int(v-\bar{J}) f_{\varepsilon} d v,\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi\right)\right)(t, x) d x
\end{aligned}
$$

where the acceleration operator $E_{\varepsilon}(\bar{J}, \Phi)$ is defined by

$$
\begin{aligned}
E_{\varepsilon}(\bar{J}, \Phi)= & \left(\partial_{t} \bar{J}+\bar{J} \nabla_{x} \bar{J}+\frac{\bar{J} \wedge b}{\varepsilon}+\frac{\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi}{\varepsilon}\right. \\
& \left.\partial_{t} \nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi-\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi-\frac{\bar{J}}{\varepsilon}\right)
\end{aligned}
$$

By analogy with the previous results, we expect that the current $J_{\varepsilon}=\int f_{\varepsilon} v d v$ and the electric potential $V_{\varepsilon}$ behave respectively as $\bar{J}_{\varepsilon}$ and $\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}$ where $\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)$ denotes the solution of $E_{\varepsilon}(\bar{J}, \Phi)=0$.

As $E_{\varepsilon}$ depends crucially on $\varepsilon$, solutions $\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)$ of $E_{\varepsilon}(\bar{J}, \Phi)=0$ also depend on $\varepsilon$. Then, in order to describe the asymptotic behavior of the family $\left(\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)\right)_{\varepsilon}$ (which is the problem we want to study), we need to have a good notion of solution for the equation $E_{\varepsilon}(\bar{J}, \Phi)=0$. In particular, we will require that

- the life span $T_{\varepsilon}$ of these solutions are bounded from below: $\inf _{\varepsilon>0} T_{\varepsilon}>0$;
- the solutions satisfy uniform bounds (implying that the family of solutions indexed by $\varepsilon$ is compact in some appropriate function space).

Indeed we will restrict our attention to smooth initial data (with smoothness to be made precise later). For such initial data, the unique solution of $E_{\varepsilon}(\bar{J}, \Phi)=0$ can be decomposed as the sum of a non-oscillating part approximately governed by the 2D1/2 incompressible Euler equation (1.15), and of terms oscillating at highfrequency. Such a solution exists as long as does the strong solution of (1.15).

### 5.1. Construction of approximate solutions for $\boldsymbol{E}_{\varepsilon}(\bar{J}, \Phi)=0$

Proposition 2.1 shows that the linear part of the equation $E_{\varepsilon}(\bar{J}, \Phi)=0$ generates a group of isometries $\mathcal{R}(t)=\exp (t R)$. Proceeding as in Schochet, ${ }^{27}$ we remove the
fast temporal oscillations in the solution by considering instead of $\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)$ the new unknown

$$
\begin{equation*}
\Psi_{\varepsilon}=\mathcal{R}\left(\frac{t}{\varepsilon}\right)\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right) . \tag{5.1}
\end{equation*}
$$

Thus $\Psi_{\varepsilon}$ is expected to have uniformly bounded time derivatives and to converge strongly, up to extraction of a subsequence, in some function space. In order to establish such a convergence result, we first have to determine the structure of the equation governing the evolution of $\Psi_{\varepsilon}$ and then study its asymptotic behavior as $\varepsilon \rightarrow 0$.

Lemma 5.4. (Van der Pol transform) Let $\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)$ be a solution of the equation $E_{\varepsilon}(\bar{J}, \phi)=0$. Define $\Psi_{\varepsilon}$ by (5.1), then $\Psi_{\varepsilon}$ satisfies

$$
\begin{equation*}
\partial_{t} \Psi_{\varepsilon}+Q\left(\frac{t}{\varepsilon}, \Psi_{\varepsilon}, \Psi_{\varepsilon}\right)=0 \tag{5.2}
\end{equation*}
$$

where the non-autonomous bilinear operator $(a, b) \mapsto Q(t, a, b)$ is defined by its Fourier coefficients

$$
\begin{equation*}
\forall k \in \mathbb{Z}^{3}, \quad \mathcal{F}_{k} Q(t, a, b)=\sum_{l+m=k} \sum_{\eta \in[[1,4]]^{3}} \exp \left(i t \omega_{\eta}(k, l, m)\right) s_{\eta}(k, l, m)\left[\mathcal{F}_{l} a, \mathcal{F}_{m} b\right] . \tag{5.3}
\end{equation*}
$$

The phase $\omega_{\eta}(k, l, m)$ is given by

$$
\omega_{\eta}(k, l, m)=\lambda_{\eta_{1}}(k)-\lambda_{\eta_{2}}(l)-\lambda_{\eta_{3}}(m),
$$

where $\left(i \lambda_{j}(k)\right)_{j \in[[1,4]]}$ are the eigenvalues of the symbol $\mathcal{F}_{k} R$ of $R$. The bilinear map $(\alpha, \beta) \mapsto s_{\eta}(k, l, m)[\alpha, \beta]$ - defined in (5.10) below - satisfies the estimate

$$
\left\|s_{\eta}(l+m, l, m)\right\| \leq C(|l|+|m|)
$$

for some non-negative constant $C$ and $|k|^{2}=\frac{k_{1}^{2}}{a_{1}^{2}}+\frac{k_{2}^{2}}{a_{2}^{2}}+\frac{k_{3}^{2}}{a_{3}^{2}}$.
Proof. The equation $E_{\varepsilon}(\bar{J}, \Phi)=0$ is equivalent to the following system:

$$
\begin{aligned}
& \partial_{t} \bar{J}+\left(\bar{J} \cdot \nabla_{x}\right) \bar{J}+\frac{\bar{J} \wedge b}{\varepsilon}+\frac{\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi}{\varepsilon}=0 \\
& \partial_{t} \Phi+\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot\left(\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi\right)+\frac{\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot \bar{J}}{\varepsilon}=0
\end{aligned}
$$

which can be rewritten

$$
\partial_{t}(\bar{J}, \Phi)+\frac{1}{\varepsilon} R(\bar{J}, \Phi)+\left(\left(\bar{J} \cdot \nabla_{x}\right) \bar{J},\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot\left(\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi\right)\right)=0 .
$$

Conjugating by $\mathcal{R}\left(\frac{t}{\varepsilon}\right)$ leads to

$$
\partial_{t} \mathcal{R}\left(\frac{t}{\varepsilon}\right)(\bar{J}, \Phi)+\mathcal{R}\left(\frac{t}{\varepsilon}\right)\left(\left(\bar{J} \cdot \nabla_{x}\right) \bar{J},\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot\left(\bar{J}\left(-\Delta_{x}\right)^{1 / 2} \Phi\right)\right)=0 .
$$

Then $\Psi_{\varepsilon}=\mathcal{R}\left(\frac{t}{\varepsilon}\right)\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)$ satisfies

$$
\begin{equation*}
\partial_{t} \Psi_{\varepsilon}+\mathcal{R}\left(\frac{t}{\varepsilon}\right) \mathcal{B}\left[\mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}, \mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}\right]=0 \tag{5.4}
\end{equation*}
$$

where $\mathcal{B}$ is the symmetric bilinear operator defined by

$$
\begin{equation*}
\mathcal{B}[\Psi, \Psi]=\left(\left(\Psi^{\prime} \cdot \nabla_{x}\right) \Psi^{\prime},\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot\left(\Psi^{\prime}\left(-\Delta_{x}\right)^{1 / 2} \Psi_{4}\right)\right) \tag{5.5}
\end{equation*}
$$

with the notation $\Psi^{\prime}$ for the 3 D vector $\left(\Psi_{1}, \Psi_{2}, \Psi_{3}\right)$.
Notice that $\mathcal{R}$ is translation invariant, i.e.

$$
\mathcal{F}_{k}(\mathcal{R}(t) a)=\mathcal{R}_{k}(t) \mathcal{F}_{k} a=\exp \left(\mathcal{F}_{k} R t\right) \mathcal{F}_{k} a
$$

we get on the Fourier side

$$
\begin{aligned}
\partial_{t} \mathcal{F}_{k} \Psi_{\varepsilon} & =-\mathcal{F}_{k}\left(\mathcal{R}\left(\frac{t}{\varepsilon}\right) \mathcal{B}\left[\mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}, \mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}\right]\right) \\
& =-\mathcal{R}_{k}\left(\frac{t}{\varepsilon}\right) \mathcal{F}_{k}\left(\mathcal{B}\left[\mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}, \mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}\right]\right) \\
& =-\mathcal{R}_{k}\left(\frac{t}{\varepsilon}\right) \sum_{l+m=k} B_{l, m}\left[\mathcal{F}_{l}\left(\mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}\right), \mathcal{F}_{m}\left(\mathcal{R}\left(-\frac{t}{\varepsilon}\right) \Psi_{\varepsilon}\right)\right]
\end{aligned}
$$

from which we deduce

$$
\begin{equation*}
\partial_{t} \mathcal{F}_{k} \Psi_{\varepsilon}+\mathcal{R}_{k}\left(\frac{t}{\varepsilon}\right) \sum_{l+m=k} B_{l, m}\left[\mathcal{R}_{l}\left(-\frac{t}{\varepsilon}\right) \mathcal{F}_{l} \Psi_{\varepsilon}, \mathcal{R}_{m}\left(-\frac{t}{\varepsilon}\right) \mathcal{F}_{m} \Psi_{\varepsilon}\right]=0 \tag{5.6}
\end{equation*}
$$

where $B_{l, m}$ is defined by

$$
\begin{align*}
B_{l, m}\left[\Psi_{l} \Psi_{m}\right]= & \frac{1}{2}\left(i\left\langle\Psi_{l}, m\right\rangle \Psi_{m}^{\prime}+i\left\langle\Psi_{m}, l\right\rangle \Psi_{l}^{\prime}\right. \\
& \left.+i|m| \Psi_{m, 4}\left\langle\frac{m+l}{|m+l|}, \Psi_{l}\right\rangle+i|l| \Psi_{l, 4}\left\langle\frac{m+l}{|m+l|}, \Psi_{m}\right\rangle\right) \tag{5.7}
\end{align*}
$$

where $\langle\Psi, k\rangle=\Psi_{1} \frac{k_{1}}{a_{1}}+\Psi_{2} \frac{k_{2}}{a_{2}}+\Psi_{3} \frac{k_{3}}{a_{3}}$.
In order to obtain the required form for the equation governing $\Psi_{\varepsilon}$, it remains to describe precisely the symbol of $\mathcal{R}$. For each $k \in \mathbb{Z}^{3}$, the skew-symmetric matrix $R_{k}=\mathcal{F}_{k} R$ can be reduced to the diagonal form on $\mathbb{C}$ with purely imaginary eigenvalues

$$
\begin{aligned}
& i \lambda_{1}(k)=i \sqrt{1+k^{*}}, \quad i \lambda_{2}(k)=-i \sqrt{1+k^{*}} \\
& i \lambda_{3}(k)=i \sqrt{1-k^{*}}, \quad i \lambda_{4}(k)=-i \sqrt{1-k^{*}}
\end{aligned}
$$

where

$$
\begin{equation*}
k^{*}=\left(\frac{k_{1}^{2}}{a_{1}^{2}}+\frac{k_{2}^{2}}{a_{2}^{2}}\right)^{1 / 2}\left(\frac{k_{1}^{2}}{a_{1}^{2}}+\frac{k_{2}^{2}}{a_{2}^{2}}+\frac{k_{3}^{2}}{a_{3}^{2}}\right)^{-1 / 2} . \tag{5.8}
\end{equation*}
$$

The canonical basis of $\mathbb{C}^{4}$ is denoted by $\left(V_{j}\right)_{j \in[[1,4]]}$ and $A_{j}=V_{j} \otimes V_{j}^{\mathrm{T}}$. Let $P_{k}$ be a unitary transition matrix such that

$$
R_{k}=P_{k}^{*}\left(\sum_{j=1}^{4} i \lambda_{j}(k) A_{j}\right) P_{k} .
$$

Then $\mathcal{R}_{k}(t)$ is also reducible to diagonal form on $\mathbb{C}$ with eigenvalues $\left(\exp \left(i t \lambda_{j}(k)\right)\right)_{j \in[[1,4]]}$

$$
\mathcal{R}_{k}(t)=P_{k}^{*}\left(\sum_{j=1}^{4} \exp \left(i t \lambda_{j}(k)\right) A_{j}\right) P_{k} .
$$

Replacing in (5.6) leads to

$$
\partial_{t} \mathcal{F}_{k} \Psi_{\varepsilon}+\sum_{l+m=k} \sum_{\eta \in[[1,4]]^{3}} \exp \left(i t \omega_{\eta}(k, l, m)\right) s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi_{\varepsilon}, \mathcal{F}_{m} \Psi_{\varepsilon}\right]=0,
$$

where

$$
\begin{equation*}
\omega_{\eta}(k, l, m)=\lambda_{\eta_{1}}(k)-\lambda_{\eta_{2}}(l)-\lambda_{\eta_{3}}(m) \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{\eta}(k, l, m)[\alpha, \beta]=\left(P_{k}^{*} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[P_{l}^{*} A_{\eta_{2}} P_{l} \alpha, P_{m}^{*} A_{\eta_{3}} P_{m} \beta\right] . \tag{5.10}
\end{equation*}
$$

From (5.7) we infer that $\left\|B_{l, m}\right\| \leq C(|l|+|m|)$ for some positive constant $C$. Combining both results gives the expected bound on $s_{\eta}(k, l, m)$.

The formal limit $\Psi$ of $\Psi_{\varepsilon}$ as $\varepsilon \rightarrow 0$ is obtained by formal time averaging and is supposed to solve

$$
\begin{equation*}
\partial_{t} \Psi+Q_{\infty}(\Psi, \Psi)=0, \tag{5.11}
\end{equation*}
$$

where the non-autonomous bilinear operator $(a, b) \mapsto Q_{\infty}(a, b)$ is defined by its Fourier coefficients

$$
\begin{equation*}
\forall k \in \mathbb{Z}^{3}, \quad \mathcal{F}_{k} Q_{\infty}(a, b)=\sum_{\substack{l+m=k \\ \omega_{\eta}(k, l, m)=0}} s_{\eta}(k, l, m)\left[\mathcal{F}_{l} a, \mathcal{F}_{m} b\right] . \tag{5.12}
\end{equation*}
$$

In order to make precise the structure of the limiting Eq. (5.11), we need an accurate description of the resonances, i.e. of the set $\left\{(l, m, \eta) \mid \omega_{\eta}(l+m, l, m)=0\right\}$.

Lemma 5.5. (Structure of the limiting equation) For all $\eta \in[[1,4]]^{3}$ and all $k, l, m \in \mathbb{Z}^{3}$, define $\omega_{\eta}(k, l, m)$ by (5.9). Then there exists a set $\mathcal{A} \subset\left(\mathbb{R}_{*}^{+}\right)^{3}$ of Lebesgue measure zero such that for all $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$,

- $\omega_{\eta}(l+m, l, m)=0$ implies that $l_{3}=0$ or $m_{3}=0$ or $l_{3}+m_{3}=0$,
- $\omega_{\eta}(l+m, l, m)=0$ with $l_{3}, m_{3} \neq 0 \Leftrightarrow \eta_{1} \in\{3,4\}$ and $\lambda_{\eta_{2}}(l)+\lambda_{\eta_{3}}(m)=0$,
- $\omega_{\eta}(l+m, l, m)=0$ with $l_{3}+m_{3}, m_{3} \neq 0 \Leftrightarrow \eta_{2} \in\{3,4\}$ and $\lambda_{\eta_{1}}(l+m)=\lambda_{\eta_{3}}(m)$,
- $\omega_{\eta}(l+m, l, m)=0$ with $l_{3}+m_{3}, l_{3} \neq 0 \Leftrightarrow \eta_{3} \in\{3,4\}$ and $\lambda_{\eta_{1}}(l+m)=\lambda_{\eta_{2}}(l)$.

In particular, for such periodic boxes, any solution $\Psi$ of (5.11) can be decomposed in

$$
\Psi=\bar{\Psi}+\Psi_{\mathrm{osc}}
$$

where $E(\bar{\Psi})=0$ (which means that $\bar{\Psi}^{\prime}$ satisfies the incompressible 2D1/2 Euler Eq. (1.15) while $\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \bar{\Psi}_{4}+\bar{\Psi}^{\prime} \wedge b=0$ ), and $\Psi_{\text {osc }}$ is governed by a linear system of equations whose coefficients depend on $\bar{\Psi}$.

Proof. The results concerning the resonances, i.e. the solutions of the dispersion equation

$$
\omega_{\eta}(l+m, l, m)=0
$$

come from algebraic properties of the functions $k \mapsto \lambda_{j}(k)$ defined by (5.8): the main argument is the small divisor estimate stated in Appendix B. Define

$$
q(l, m)=\Pi_{\eta \in[[1,4]]^{3}} \omega_{\eta}(l+m, l, m) .
$$

By (5.9), $q(l, m)$ is a polynomial with respect to the variables $\lambda_{j}(k)$ (for $j \in[[1,4]]$ and $k \in\{l, m, l+m\})$. Considerations of symmetry ensure that it is in fact a polynomial in the $\sigma_{j}(k)$ 's $(j \in[[1,4]], k \in\{l, m, l+m\})$ where $\left(\sigma_{j}\right)_{j \in[[1,4]]}$ are the elementary symmetrical functions in the $\left(\lambda_{j}\right)_{j \in[[1,4]]}$. Computing these elementary symmetrical functions shows that $q(l, m)$ is a polynomial with respect to $\left(l^{*}\right)^{2}$, $\left(m^{*}\right)^{2}$ and $\left((l+m)^{*}\right)^{2}$. Then there exist an integer $N$ and a polynomial $P$ such that

$$
q(l, m)=|l|^{-N}|m|^{-N}|l+m|^{-N} P\left(\frac{l_{1}}{a_{1}}, \frac{l_{2}}{a_{2}}, \frac{l_{3}}{a_{3}}, \frac{m_{1}}{a_{1}}, \frac{m_{2}}{a_{2}}, \frac{m_{3}}{a_{3}}\right) .
$$

By Proposition B.1, there exists a set $\mathcal{A} \subset\left(\mathbb{R}_{*}^{+}\right)^{3}$ of Lebesgue measure zero and $\Omega \subset \mathbb{Z}^{6}$ such that for all $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{3} \backslash \mathcal{A}$ there exists $(C, s)$ such that

$$
\begin{align*}
& \forall(l, m) \in \Omega, \quad q(l, m) \equiv 0, \\
& \forall(l, m) \in \mathbb{Z}^{6} \backslash \Omega, \quad|q(l, m)|^{-1} \leq C(1+|l|)^{s}(1+|m|)^{s} . \tag{5.13}
\end{align*}
$$

In particular, as $\left|\omega_{\eta}(l+m, l, m)\right| \leq 3 \sqrt{2}$ for all $\eta \in[[1,4]]$ and all $l, m \in \mathbb{Z}^{3}$, this implies

$$
\forall(l, m) \in \mathbb{Z}^{6} \backslash \Omega, \quad \forall \eta \in[[1,4]], \quad\left|\omega_{\eta}(l+m, l, m)\right|^{-1} \leq C(1+|l|)^{s}(1+|m|)^{s}
$$

In order to establish the characterization of the resonances, we have to describe the set $\Omega$. Consider $(l, m) \in \mathbb{Z}^{6}$. If $l_{3}, m_{3}$ and $l_{3}+m_{3}$ are not equal to zero, $l^{*}, m^{*}$ and $(l+m)^{*}$ tend to 0 as $a_{3} \rightarrow 0$. Then, for each $\eta, \omega_{\eta}(l+m, l, m)$ converges to an odd number as $a_{3} \rightarrow 0$. Thus $q(l, m) \not \equiv 0$ and $(l, m) \notin \Omega$. Conversely, if $l_{3}, m_{3}$ or $l_{3}+m_{3}$ is equal to zero, it is easy to check that $q(l, m) \equiv 0$. Thus,

$$
\begin{equation*}
\Omega=\left\{(l, m) \in \mathbb{Z}^{6} \mid l_{3}=0, m_{3}=0, \text { or } l_{3}+m_{3}=0\right\} \tag{5.14}
\end{equation*}
$$

Combining (5.13) and (5.14) provides the first assertion in Lemma 5.5, i.e. a necessary condition for a resonance to appear. To complete our description, we
must determine exactly which $(l, m, \eta)$ with $(l, m) \in \Omega$ and $\eta \in[[1,4]]$ satisfy the dispersion relation. If $l_{3}=m_{3}=l_{3}+m_{3}=0$, we easily obtain the various $\left(\eta_{1}, \eta_{2}, \eta_{3}\right)$ leading to $\omega_{\eta}(l+m, l, m)=0$. Then, by a symmetry argument, it is enough to consider the case with $l_{3} \neq 0$ and $l_{3}+m_{3}=0$.

- If $\eta_{1}=3$ or $\eta_{1}=4$, then $\lambda_{\eta_{1}}(l+m)=0$ and the result is clear.
- If $\eta_{1}=1$ or $\eta_{1}=2, \lambda_{\eta_{1}}(l+m)= \pm \sqrt{2}$. Define

$$
q^{\prime}(l, m)=\Pi_{\left(\eta_{2}, \eta_{3}\right) \in[[1,4]]^{2}}\left(\sqrt{2}-\lambda_{\eta_{2}}(l)-\lambda_{\eta_{3}}(m)\right) .
$$

The same arguments as before imply the existence of $\mathcal{A}^{\prime}$ of Lebesgue measure zero such that $\forall\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{3} \backslash \mathcal{A}^{\prime}$, there exists $(C, s)$ such that

$$
\begin{gather*}
\forall(l, m) \in \mathbb{Z}^{6} \backslash \Omega^{\prime}, \quad \forall\left(\eta_{2}, \eta_{3}\right), \\
\left|\sqrt{2}-\lambda_{\eta_{2}}(l)-\lambda_{\eta_{3}}(m)\right|^{-1} \leq C(1+|l|)^{s}(1+|m|)^{s}  \tag{5.15}\\
\Omega^{\prime}=\left\{(l, m) \in \mathbb{Z}^{6} \mid l_{3}=0 \text { or } m_{3}=0\right\} .
\end{gather*}
$$

Upon replacing $\mathcal{A}$ by $\mathcal{A} \cup \mathcal{A}^{\prime}$, also of Lebesgue measure zero, we cannot have $\omega_{\eta}(k, l, m)=0$ with $l_{3}, m_{3} \neq 0$ if $\eta_{1}=1$ or $\eta_{1}=2$.

This completes the characterization of resonances. Notice that, as a consequence of (5.13)-(5.15), we obtain the existence of a set $\mathcal{A}$ of Lebesgue measure zero such that $\forall\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{3} \backslash \mathcal{A}$ there exists $(C, s)$ such that

$$
\begin{array}{ll}
\forall(l, m, \eta), & \omega_{\eta}(l+m, l, m)=0 \\
& \text { or }\left|\omega_{\eta}(l+m, l, m)\right|^{-1} \leq C(1+|l|)^{s}(1+|m|)^{s} . \tag{5.16}
\end{array}
$$

We next turn to the second part of Lemma 5.5, showing how the results above on resonances allow to decouple the equations governing $\bar{\Psi}=\mathcal{P}(\Psi)$ where $\mathcal{P}$ denotes the projection on the kernel of $R$ :

$$
\mathcal{F}_{k} \bar{\Psi}= \begin{cases}P_{k}^{*}\left(A_{3}+A_{4}\right) P_{k} \mathcal{F}_{k} \Psi & \text { if } k_{3}=0  \tag{5.17}\\ 0 & \text { otherwise }\end{cases}
$$

By (5.11), (5.12) and (5.10),

$$
\partial_{t} \mathcal{F}_{k} \Psi+\sum_{\substack{l+m=k \\ \omega_{\eta}(k, l, m)=0}}\left(P_{k}^{-1} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi, P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right]=0 .
$$

Then, if $k_{3}=0$,

$$
\partial_{t} \mathcal{F}_{k} \bar{\Psi}+\sum_{\substack{l+m=k, \eta_{1} \in\{3,4\} \\ \omega_{\eta}(k, l, m)=0}}\left(P_{k}^{-1} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi, P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right]=0 .
$$

The previous results on resonances show that if $\eta_{1} \in\{3,4\}, l_{3}+m_{3}=0$,

$$
\omega_{\eta}(l+m, l, m)=0 \Leftrightarrow \lambda_{\eta_{2}}(l)+\lambda_{\eta_{3}}(m)=0 .
$$

Considerations of symmetry as in Proposition C. 1 show that

$$
\begin{aligned}
& \left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) \sum_{\substack{l+m=k \\
\lambda_{\eta_{2}}(l)+\lambda_{\eta_{3}}(m)=0}} B_{l, m}\left[P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi, P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right] \\
& \quad=\left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) \sum_{\substack{l+m=k \\
\eta_{2}, \eta_{3} \in\{3,4\}}} B_{l, m}\left[P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi, P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right] .
\end{aligned}
$$

Finally the equation for $\mathcal{F}_{k} \bar{\Psi}$ with $k_{3}=0$ is rewritten

$$
\partial_{t} \mathcal{F}_{k} \bar{\Psi}+\left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) \sum_{l+m=k} B_{l, m}\left[\mathcal{F}_{l} \bar{\Psi}, \mathcal{F}_{m} \bar{\Psi}\right]=0
$$

meaning that

$$
\begin{equation*}
\partial_{t} \bar{\Psi}+\mathcal{P}(B(\bar{\Psi}, \bar{\Psi}))=0 \quad \text { with the constraint } \bar{\Psi}=\mathcal{P}(\bar{\Psi}) \tag{5.18}
\end{equation*}
$$

or equivalently that $\left(\bar{\Psi}^{\prime}, \bar{\Psi}_{4}\right)$ verifies (4.1) and that $\bar{\Psi}^{\prime}$ satisfies the $2 \mathrm{D} 1 / 2$ incompressible Euler equation (1.15). It remains to determine the equations governing $\Psi_{\text {osc }}=\Psi-\bar{\Psi}$.

- If $k_{3}=0$,

$$
\partial_{t} \mathcal{F}_{k} \Psi_{\mathrm{osc}}+\sum_{\substack{l+m=k, \eta_{1} \in\{1,2\} \\ \omega_{\eta}(k, l, m)=0}}\left(P_{k}^{-1} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi, P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right]=0 .
$$

The previous results on resonances imply that

$$
\begin{aligned}
& l_{3}+m_{3}=0, \quad \omega_{\eta}(l+m, l, m)=0, \quad \eta_{1} \in\{1,2\} \\
& \Leftrightarrow l_{3}=m_{3}=0, \quad \eta_{1}=\eta_{2} \in\{1,2\}, \quad \eta_{3} \in\{3,4\} \\
& \quad \text { or } l_{3}=m_{3}=0, \quad \eta_{1}=\eta_{3} \in\{1,2\}, \quad \eta_{2} \in\{3,4\}
\end{aligned}
$$

By symmetry,

$$
\begin{equation*}
\partial_{t} \mathcal{F}_{k} \Psi_{\mathrm{osc}}+2 \sum_{l+m=k, \eta_{1} \in\{1,2\}}\left(P_{k}^{-1} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[\mathcal{F}_{l} \bar{\Psi}, P_{m}^{-1} A_{\eta_{1}} P_{m} \mathcal{F}_{m} \Psi\right]=0 . \tag{5.19}
\end{equation*}
$$

- If $k_{3} \neq 0$,

$$
\partial_{t} \mathcal{F}_{k} \Psi_{\mathrm{osc}}+\sum_{\substack{l+m=k \\ \omega_{\eta}(k, l, m)=0}}\left(P_{k}^{-1} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi, P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right]=0 .
$$

The previous results on resonances imply that

$$
\begin{aligned}
& l_{3}+m_{3} \neq 0, \quad \omega_{\eta}(l+m, l, m)=0, \\
& \Leftrightarrow l_{3}=0, \quad \eta_{1}=\eta_{3}, \quad \eta_{2} \in\{3,4\}, \quad m^{*}=(l+m)^{*} \\
& \text { or } m_{3}=0, \quad \eta_{1}=\eta_{2}, \quad \eta_{3} \in\{3,4\}, \quad l^{*}=(l+m)^{*} .
\end{aligned}
$$

Then, by symmetry,

$$
\begin{equation*}
\partial_{t} \mathcal{F}_{k} \Psi_{\mathrm{osc}}+2 \sum_{\substack{l+m=k, n_{1} \in\{3,4\} \\ m^{*}=(l+m)^{*}}}\left(P_{k}^{-1} A_{\eta_{1}} P_{k}\right) B_{l, m}\left[\mathcal{F}_{l} \bar{\Psi}, P_{m}^{-1} A_{\eta_{1}} P_{m} \mathcal{F}_{m} \Psi\right]=0 \tag{5.20}
\end{equation*}
$$

Combining both results proves that $\Psi_{\text {osc }}$ is governed by a linear system of equations whose coefficients depend on $\bar{\Psi}$.

In order to estimate the error made in replacing $\Psi_{\varepsilon}$ by the solution $\Psi$ of the limiting Eq. (5.11), we will need some regularity estimates on $\Psi$. The projection $\bar{\Psi}$ of $\Psi$ on the kernel of $R$ is smooth, at least locally in time, since $\bar{\Psi}$ satisfies the 2D1/2 incompressible Euler equation. It remains to establish that $\Psi_{\text {osc }}$ can also be controlled in the Sobolev norms.

Lemma 5.6. (Regularity estimates) Consider a periodic box $Q_{a_{1}, a_{2}, a_{3}}$ with $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$. Let $\Psi$ be a solution of (5.11) on $[0, T]$ with smooth initial data. Denote by $\bar{\Psi}$ its projection on $\operatorname{Ker}(R)$ and by $\Psi_{\text {osc }}=\Psi-\bar{\Psi}$. Then, for all $s \in \mathbb{N}$, there exists some non-negative constant $C$ such that $\forall t \in[0, T]$

$$
\begin{align*}
\left\|\Psi_{\mathrm{osc}}(t)\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right) \leq} & \left\|\Psi_{\mathrm{osc}}^{i n}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)} \\
& \times \exp \left(C \int_{0}^{t}\|\bar{\Psi}(\tau)\|_{H^{s+7 / 2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)} d \tau\right) . \tag{5.21}
\end{align*}
$$

Proof. We will obtain the propagation of regularity on $\Psi_{\text {osc }}$ as an easy property of $\mathcal{B}$, after rewriting the limiting equation in a convenient form.

Indeed we consider the following decomposition of $\Psi_{\text {osc }}$ :

$$
\Psi_{\mathrm{osc}}=\sum_{n \in \mathbb{N}} \psi_{n}
$$

where

$$
\begin{aligned}
& \mathcal{F} \psi_{0}=\sum_{k^{*}=1}\left(P_{k}^{-1}\left(A_{1}+A_{2}\right) P_{k} \mathcal{F}_{k} \Psi_{\mathrm{osc}}\right), \\
& \mathcal{F} \psi_{n}=\sum_{k^{*}=\alpha_{n}}\left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k} \mathcal{F}_{k} \Psi_{\mathrm{osc}}\right), \quad \forall n \in \mathbb{N}^{*}
\end{aligned}
$$

and $\alpha_{n}$ goes over the set $\left\{k^{*} \neq 1 / k \in \mathbb{Z}^{3}\right\}$ (which is of course a countable set). Checking that

$$
\forall i, j \in \mathbb{N}, \quad i \neq j, \quad\left\{k \in \mathbb{Z}^{3} / k^{*}=\alpha_{i}\right\} \cap\left\{k \in \mathbb{Z}^{3} / k^{*}=\alpha_{j}\right\}=\emptyset
$$

we obtain

$$
\begin{equation*}
\left\|\Psi_{\mathrm{osc}}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}^{2}=\sum_{n \in \mathbb{N}}\left\|\psi_{n}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}^{2} . \tag{5.22}
\end{equation*}
$$

Equations (5.19)-(5.20) of the limiting system can be rewritten as:

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \partial_{t} \psi_{n}+2 \mathcal{B}\left(\bar{\Psi}, \psi_{n}\right)=0 . \tag{5.23}
\end{equation*}
$$

In view of (5.22) and (5.23), Lemma 5.6 will be established if we prove that the transport operator $\left(\partial_{t}+2 \mathcal{B}(\bar{\Psi},).\right)$ propagates the Sobolev regularity. Let $\psi$ be a solution of

$$
\begin{equation*}
\partial_{t} \psi+2 \mathcal{B}(\bar{\Psi}, \psi)=0 \tag{5.24}
\end{equation*}
$$

Differentiating (5.24) leads to

$$
\forall s \in \mathbb{N}^{3}, \partial_{t} D^{s} \psi+2 \mathcal{B}\left(\bar{\Psi}, D^{s} \psi\right)+2 \sum_{\sigma \neq 0, \sigma_{i} \leq s_{i}} \prod_{i=1}^{3}\binom{s_{i}}{\sigma_{i}} \mathcal{B}\left(D^{\sigma} \bar{\Psi}, D^{s-\sigma} \psi\right)=0
$$

Then, using the definition of $\mathcal{B}$, we get

$$
\begin{aligned}
& \partial_{t} D^{s} \psi^{\prime}+\left(\bar{\Psi}^{\prime} \cdot \nabla_{x}\right) D^{s} \psi^{\prime} \\
& \quad=-\left(\psi^{\prime} \cdot \nabla_{x}\right) D^{s} \bar{\Psi}^{\prime}-2 \sum_{\sigma \neq 0, \sigma_{i} \leq s_{i}} \prod_{i=1}^{3}\binom{s_{i}}{\sigma_{i}} \mathcal{B}^{\prime}\left(D^{\sigma} \bar{\Psi}, D^{s-\sigma} \psi\right) \\
& \partial_{t} D^{s}\left(-\Delta_{x}\right)^{1 / 2} \psi_{4}+\nabla_{x}\left(\bar{\Psi}^{\prime} D^{s}\left(-\Delta_{x}\right)^{1 / 2} \psi_{4}\right) \\
& \quad=-\nabla_{x}\left(\psi^{\prime} D^{s}\left(-\Delta_{x}\right)^{1 / 2} \bar{\Psi}_{4}-2 \sum_{\sigma \neq 0, \sigma_{i} \leq s_{i}} \prod_{i=1}^{3}\binom{s_{i}}{\sigma_{i}}\left(-\Delta_{x}\right)^{1 / 2} \mathcal{B}_{4}\left(D^{\sigma} \bar{\Psi}, D^{s-\sigma} \psi\right)\right.
\end{aligned}
$$

As $\nabla_{x} \bar{\Psi}^{\prime}=0$, this implies

$$
\frac{1}{2} \frac{d}{d t}\left\|\psi^{\prime}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}^{2}\right)} \leq C\left\|\bar{\Psi}^{\prime}\right\|_{H^{s+1+3 / 2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}\left\|\psi^{\prime}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}^{2}
$$

and

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|\left(-\Delta_{x}\right)^{1 / 2} \psi_{4}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}^{2} \\
& \quad \leq C\|\bar{\Psi}\|_{H^{s+2+3 / 2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}\left(\left\|\psi^{\prime}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}^{2}+\left\|\left(-\Delta_{x}\right)^{1 / 2} \psi_{4}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)}^{2}\right)
\end{aligned}
$$

We conclude by Gronwall's lemma that

$$
\begin{equation*}
\|\psi(t)\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)} \leq\left\|\psi^{i n}\right\|_{H^{s}\left(Q_{a_{1}, a_{2}, a_{3}}\right)} \exp \left(C \int_{0}^{t}\|\bar{\Psi}(\tau)\|_{H^{s+7 / 2}\left(Q_{a_{1}, a_{2}, a_{3}}\right.} \| d \tau\right) \tag{5.25}
\end{equation*}
$$

Applying estimate (5.25) to each $\psi_{n}$ and using (5.22) gives the expected regularity on $\Psi_{\text {osc }}$.

### 5.2. Error estimates

In the sequel, we assume that $\left(a_{1}, a_{2}, a_{3}\right)$ is chosen in $\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$, where $\mathcal{A}$ is the set of Lebesgue measure zero in Lemma 5.5. A consequence of this lemma is the global existence of a unique solution for (5.11) and (5.12) with initial data $\left(J^{i n}, \Phi^{i n}\right) \in C^{r}\left(Q_{a_{1}, a_{2}, a_{3}}\right)(r>1)$. Indeed the theory of the 2D1/2 incompressible Euler equation (1.15) guarantees the global existence of a unique solution $\bar{\Psi}$ for
(5.18)-(5.5) with initial data $\mathcal{P}\left(J^{i n}, \Phi^{i n}\right) \in C^{r}\left(Q_{a_{1}, a_{2}, a_{3}}\right)$, while the theory of linear differential equations gives the existence and the uniqueness of $\Psi_{\text {osc }}$ satisfying (5.19) and (5.20) with initial data $(\operatorname{Id}-\mathcal{P})\left(J^{i n}, \Phi^{i n}\right)$ as long as $\bar{\Psi}$ is defined.

For all $\varepsilon>0$, let $\Psi_{\varepsilon}$ be a solution of (5.2) and (5.3) with initial data ( $J^{i n}, \Phi^{i n}$ ). We expect that the asymptotic behavior of $\Psi_{\varepsilon}$ as $\varepsilon \rightarrow 0$ is described by the solution $\Psi$ of the formal limiting Eqs. (5.11), (5.12). Yet we cannot prove directly that

$$
\partial_{t} \Psi+Q\left(\frac{t}{\varepsilon}, \Psi, \Psi\right) \rightharpoonup 0
$$

in a weak sense to be made precise. Then, using a standard method in singular perturbation problems,,${ }^{27}$ we introduce a small quantity $\varepsilon y_{\varepsilon}$ such that

$$
\partial_{t}\left(\Psi+\varepsilon y^{\varepsilon}\right)+Q\left(\frac{t}{\varepsilon},\left(\Psi+\varepsilon y_{\varepsilon}\right),\left(\Psi+\varepsilon y_{\varepsilon}\right)\right) \rightarrow 0
$$

where the convergence here holds strongly in some appropriate sense. Of course, $\Psi+\varepsilon y_{\varepsilon}$ has the same asymptotic behavior as $\Psi$.

Lemma 5.7. Let $\left(J^{i n}, \Phi^{i n}\right) \in C^{r_{0}}\left(Q_{a_{1}, a_{2}, a_{3}}\right)$ with $r_{0}>13 / 2$. Denote by $\Psi \in L^{\infty}\left([0, T], H^{r}\right)$ the solution of (5.11) and (5.12) with initial data $\left(J^{i n}, \Phi^{i n}\right)$; define $y_{\varepsilon}$ by its Fourier coefficients
$\forall k \in \mathbb{Z}^{3}, \quad \mathcal{F}_{k} y_{\varepsilon}=-\sum_{\substack{l+m=k,|l|+|m| \leq|\log \varepsilon|, \eta \in[1,4]]^{3}, \omega_{\eta}(k, l, m) \neq 0}} \frac{\exp \left(\frac{i t}{\varepsilon} \omega_{\eta}(k, l, m)\right)}{i \omega_{\eta}(k, l, m)} s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi, \mathcal{F}_{m} \Psi\right]$.

Then,

- there exists a non-negative constant $C$ such that, for each $r \leq r_{0}-7 / 2$

$$
\left\|y_{\varepsilon}\right\|_{L^{\infty}\left([0, T], H^{r}\right)} \leq C|\log \varepsilon|^{2 s+1}
$$

where $s$ depends only on $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$.

- there exists $\delta \in C\left(\mathbb{R}^{+}\right)$with $\delta(0)=0$ such that

$$
\left\|\partial_{t}\left(\Psi+\varepsilon y_{\varepsilon}\right)+Q\left(\frac{t}{\varepsilon},\left(\Psi+\varepsilon y_{\varepsilon}\right),\left(\Psi+\varepsilon y_{\varepsilon}\right)\right)\right\|_{L^{\infty}\left([0, T], H^{2}\right)} \leq \delta(\varepsilon)
$$

Proof. The classical theory of the 2D1/2 incompressible Euler equation (1.15) gives the following a priori bounds for the solution $\bar{\Psi}$ of (5.18)-(5.5) with initial data $\mathcal{P}\left(J^{\text {in }}, \Phi^{i n}\right)$

$$
\|\bar{\Psi}\|_{L^{\infty}\left([0, T], C^{r}\right)}+\left\|\partial_{t} \bar{\Psi}\right\|_{L^{\infty}\left([0, T], C^{r-1}\right)} \leq C_{T}
$$

where $C_{T}$ depends on $T$ and on $\left\|\left(J^{i n}, \Phi^{i n}\right)\right\|_{C^{r}}$. By Lemma 5.6, $\Psi_{\text {osc }}$ solves a linear system that preserves all Sobolev norms. It is then easily checked that, for each $r \leq r_{0}-7 / 2$

$$
\left\|\Psi_{\mathrm{osc}}\right\|_{L^{\infty}\left([0, T], H^{r}\right)}+\left\|\partial_{t} \Psi_{\mathrm{osc}}\right\|_{L^{\infty}\left([0, T], H^{r-1}\right)} \leq C_{T}
$$

Then, for all $T>0$, there exists $C_{T}>0$ such that

$$
\begin{equation*}
\|\Psi\|_{L^{\infty}\left([0, T], H^{r}\right)}+\left\|\partial_{t} \Psi\right\|_{L^{\infty}\left([0, T], H^{r-1}\right)} \leq C_{T} . \tag{5.27}
\end{equation*}
$$

By (5.16), there exist non-negative constants $(C, s)$ such that

$$
\forall(l, m, \eta), \quad \omega_{\eta}(l+m, l, m) \neq 0 \Rightarrow\left|\omega_{\eta}(l+m, l, m)\right|^{-1} \leq C(1+|l|)^{s}(1+|m|)^{s} .
$$

By Lemma 5.4,

$$
\left|s_{\eta}(l+m, l, m)\right| \leq C(|l|+|m|) .
$$

Combining these last two estimates leads to

$$
\begin{aligned}
\left|\mathcal{F}_{k} y_{\varepsilon}\right| & \leq C \sum_{l+m=k,|l|+|m| \leq|\log \varepsilon|}(1+|l|)^{s}(1+|m|)^{s}(|l|+|m|)\left|\mathcal{F}_{l} \Psi\right|\left|\mathcal{F}_{m} \Psi\right| \\
& \leq C|\log \varepsilon|^{2 s+1} \sum_{l+m=k}\left|\mathcal{F}_{l} \Psi\right|\left|\mathcal{F}_{m} \Psi\right|
\end{aligned}
$$

Then

$$
\left(1+|k|^{2}\right)^{r / 2}\left|\mathcal{F}_{k} y_{\varepsilon}\right| \leq C|\log \varepsilon|^{2 s+1} \sum_{l+m=k}\left(1+|l|^{2}\right)^{r / 2}\left|\mathcal{F}_{l} \Psi\right|\left(1+|m|^{2}\right)^{r / 2}\left|\mathcal{F}_{m} \Psi\right|
$$

which, together with (5.27) gives the expected bound on $\left\|y_{\varepsilon}\right\|_{L^{\infty}\left([0, T], H^{r}\right)}$.
In the next step we check that $\Psi+\varepsilon y_{\varepsilon}$ approximately verifies both (5.2) and (5.3). By (5.11), (5.12) and (5.26),

$$
\begin{aligned}
\partial_{t} \mathcal{F}_{k}\left(\Psi+\varepsilon y_{\varepsilon}\right)= & -\sum_{\substack{l+m=k, \omega_{\eta}(k, l, m)=0}} s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi, \mathcal{F}_{m} \Psi\right] \\
& -\sum_{\substack{l+m=k,|l|+|m| \leq|\log \varepsilon|, \omega, \eta l(k, l, m) \neq 0}} \exp \left(\frac{i t}{\varepsilon} \omega_{\eta}(k, l, m)\right) s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi, \mathcal{F}_{m} \Psi\right] \\
& -\varepsilon \sum_{\substack{l+m=k,|l|+|m| \leq|\log \varepsilon|, \omega_{\eta}(k, l, m) \neq 0}} \frac{\exp \left(\frac{i t}{\varepsilon} \omega_{\eta}(k, l, m)\right)}{i \omega_{\eta}(k, l, m)} \partial_{t} s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi, \mathcal{F}_{m} \Psi\right]
\end{aligned}
$$

from which we deduce that

$$
\begin{aligned}
& \partial_{t} \mathcal{F}_{k}\left(\Psi+\varepsilon y_{\varepsilon}\right)+\mathcal{F}_{k} Q\left(\frac{t}{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}\right) \\
&= \sum_{\substack{l+m=k,|l|+|m|>|\log \varepsilon| \\
\omega \eta \\
\omega,(l, l, m) \neq 0}} \exp \left(\frac{i t}{\varepsilon} \omega_{\eta}(k, l, m)\right) s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi, \mathcal{F}_{m} \Psi\right] \\
&+\varepsilon \mathcal{F}_{k} Q\left(\frac{t}{\varepsilon}, y_{\varepsilon}, 2 \Psi+\varepsilon y_{\varepsilon}\right) \\
&-\varepsilon \sum_{\substack{l+m=k,|l|+|m| \leq|\log \varepsilon|, \omega_{\eta}(k, l, m) \neq 0}} \frac{\exp \left(\frac{i t}{\varepsilon} \omega_{\eta}(k, l, m)\right)}{i \omega_{\eta}(k, l, m)} \partial_{t} s_{\eta}(k, l, m)\left[\mathcal{F}_{l} \Psi, \mathcal{F}_{m} \Psi\right] .
\end{aligned}
$$

The estimates on $s_{\eta}(l+m, l, m)$ and $\omega_{\eta}(l+m, l, m)$ then give

$$
\begin{aligned}
&\left(1+|k|^{2}\right)\left|\partial_{t} \mathcal{F}_{k}\left(\Psi+\varepsilon y_{\varepsilon}\right)+\mathcal{F}_{k} Q\left(\frac{t}{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}\right)\right| \\
& \leq C \sum_{l+m=k,|l|+|m|>|\log \varepsilon|}(|l|+|m|)^{-(r-3)}\left(1+|l|^{2}\right)^{r / 2}\left|\mathcal{F}_{l} \Psi\right|\left(1+|m|^{2}\right)^{r / 2}\left|\mathcal{F}_{m} \Psi\right| \\
&+C \varepsilon \sum_{l+m=k}(1+|l|+|m|)^{3}\left|\mathcal{F}_{l} y_{\varepsilon}\right|\left|\mathcal{F}_{m}\left(2 \Psi+\varepsilon y_{\varepsilon}\right)\right| \\
&+C \varepsilon \sum_{\substack{l+m=k, l|l|+|m| \leq|\log \varepsilon|, \omega_{\eta}(k, l, m) \neq 0}}(1+|l|)^{s}(1+|m|)^{s}(1+|l|+|m|)^{3}\left|\partial_{t} \mathcal{F}_{l} \Psi\right|\left|\mathcal{F}_{m} \Psi\right|
\end{aligned}
$$

which can be rewritten

$$
\begin{aligned}
& \left\|\partial_{t} \mathcal{F}_{k}\left(\Psi+\varepsilon y_{\varepsilon}\right)+\mathcal{F}_{k} Q\left(\frac{t}{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}\right)\right\|_{H^{2}} \\
& \leq C|\log \varepsilon|^{-(r-3)}\|\Psi\|_{H^{r}}^{2}+C \varepsilon\left\|y_{\varepsilon}\right\|_{H^{3}}\left\|2 \Psi+\varepsilon y_{\varepsilon}\right\|_{H^{3}} \\
& \quad+C \varepsilon|\log \varepsilon|^{2 s+3}\left\|\partial_{t} \Psi\right\|_{L^{2}}\|\Psi\|_{L^{2}} .
\end{aligned}
$$

Using the a priori estimates on $\Psi$ and $y_{\varepsilon}$ leads to the expected result.
As an immediate consequence of Lemma 5.7, we get the convergence as $\varepsilon \rightarrow 0$ of the family $\left(\Psi_{\varepsilon}\right)$ to the solution $\Psi$ of the limiting Eq. (5.11) and (5.12).

Corollary 5.3. Consider $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$ where $\mathcal{A}$ is the set of Lebesgue measure zero defined in Lemma 5.5. Let $\left(J^{i n}, \Phi^{i n}\right) \in C^{r_{0}}\left(Q_{a_{1}, a_{2}, a_{3}}\right)$ with $r_{0}>13 / 2$. Assume that, for all $\varepsilon>0$, there exists a solution $\Psi_{\varepsilon} \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}, L^{\infty}\left(\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)\right.$ of (5.2) and (5.3) with initial data $\left(J^{i n}, \Phi^{i n}\right)$. Denote by $\Psi \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}, H^{r}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$, $r>3$, the solution of (5.11) and (5.12) with initial data $\left(J^{i n}, \Phi^{i n}\right)$. Then $\left(\Psi_{\varepsilon}\right)_{\varepsilon}$ converges to $\Psi$ strongly in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}, L^{2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$ as $\varepsilon \rightarrow 0$.

Proof. Define $y_{\varepsilon}$ by (5.26). By Lemma 5.7 and Sobolev embeddings,

$$
\partial_{t}\left(\Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon}\right)+Q\left(\frac{t}{\varepsilon}, \Psi_{\varepsilon}+\Psi+\varepsilon y_{\varepsilon}, \Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon}\right)=r_{\varepsilon} \rightarrow 0
$$

in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}, L^{\infty}\right)$. Rewriting $Q$ in terms of $\mathcal{B}$ defined by (5.5) leads to

$$
\begin{aligned}
& \partial_{t}\left(\Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon}\right) \\
& \quad+\mathcal{R}\left(\frac{t}{\varepsilon}\right) \mathcal{B}\left[\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(\Psi_{\varepsilon}+\Psi+\varepsilon y_{\varepsilon}\right), \mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(\Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon}\right)\right]=r_{\varepsilon}
\end{aligned}
$$

from which we deduce that

$$
\frac{d}{d t}\left\|\Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon}\right\|_{L^{\infty}} \leq\left\|r_{\varepsilon}\right\|_{L^{\infty}}+C\left\|\Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon}\right\|_{L^{\infty}}\left\|\Psi+\varepsilon y_{\varepsilon}\right\|_{W^{1, \infty}}
$$

By Sobolev embeddings and the a priori estimates in Lemma 5.7, there exists $C_{T}$ such that

$$
\forall t \in[0, T], \quad\|\Psi\|_{W^{1, \infty}}+\varepsilon^{1 / 2}\left\|y_{\varepsilon}\right\|_{W^{1, \infty}} \leq C_{T}
$$

Then, by Gronwall's lemma and the initial bound $\left\|\Psi_{\varepsilon}^{i n}-\Psi^{i n}-\varepsilon y_{\varepsilon}^{i n}\right\|_{L^{\infty}} \leq C \varepsilon$,

$$
\Psi_{\varepsilon}-\Psi-\varepsilon y_{\varepsilon} \rightarrow 0 \quad \text { strongly in } L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}, L^{\infty}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right),
$$

which is the expected convergence.

### 5.3. Convergence proof for general initial data with monokinetic profiles

The expected asymptotic behavior of $\int f_{\varepsilon} v d v$ and $\nabla_{x} V_{\varepsilon}$ is obtained by combining the stability results on the Vlasov-Poisson equation (1.1) stated in Lemma 4.1 with the asymptotic results on the equation $E_{\varepsilon}\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)=0$ coming from Lemmas 5.4 and 5.7.

Proof of Theorem 2.3. By a density argument, the stability inequality given by Lemma 4.1 can be extended to all $(\bar{J}, \Phi) \in L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}, L^{\infty}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$ such that $D(\bar{J})$ and $E_{\varepsilon}(\bar{J}, \phi)$ belong to $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}, L^{\infty}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$. Consider $\left(a_{1}, a_{2}, a_{3}\right) \in\left(\mathbb{R}_{*}^{+}\right)^{3} \backslash \mathcal{A}$ where $\mathcal{A}$ is the set of Lebesgue measure zero defined in Lemma 5.5, and define

$$
\begin{equation*}
\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)=\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(\Psi+\varepsilon y_{\varepsilon}\right) \tag{5.28}
\end{equation*}
$$

where $\Psi$ is the unique global solution of (5.11) and (5.12) with initial data $\left(J^{i n}, \Phi^{i n}\right)$ and $y_{\varepsilon}$ is defined in terms of $\Psi$ by (5.26). Then,

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} \iint\left|v-\bar{J}_{\varepsilon}\right|^{2} f_{\varepsilon}(t, x, v) d v d x+\frac{1}{2} \int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right|^{2}(t, x) d x\right) \\
&=-\int D\left(\bar{J}_{\varepsilon}\right):\left(\int\left(v-\bar{J}_{\varepsilon}\right)^{\otimes 2} f_{\varepsilon} d v-\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right)^{\otimes 2}\right)(t, x) d x \\
&-\frac{1}{2} \int\left(\nabla_{x} \cdot \bar{J}_{\varepsilon}\right)\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right|^{2}(t, x) d x \\
&-\int E_{\varepsilon}\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right) \cdot\left(\int\left(v-\bar{J}_{\varepsilon}\right) f_{\varepsilon} d v,\left(\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right)\right)(t, x) d x
\end{aligned}
$$

from which we deduce that

$$
\begin{aligned}
& \iint\left|v-\bar{J}_{\varepsilon}\right|^{2} f_{\varepsilon}(t, x, v) d v d x+\int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right|^{2}(t, x) d x \\
& \quad \leq\left(\iint\left|v-\bar{J}_{\varepsilon}^{i n}\right|^{2} f_{\varepsilon}^{i n} d v d x+\int\left|\nabla_{x} V_{\varepsilon}^{i n}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}^{i n}\right|^{2} d x\right) e^{4 \int_{0}^{t}\left\|D\left(\bar{J}_{\varepsilon}\right)\right\|_{L} \infty d s}
\end{aligned}
$$

$$
\begin{align*}
-\int_{0}^{t} \int E_{\varepsilon}\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right) \cdot\left(\int\left(v-\bar{J}_{\varepsilon}\right) f_{\varepsilon} d v, \nabla_{x} V_{\varepsilon}\right. & \left.-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right)(s, x) \\
& \times e^{4 \int_{s}^{t}\left\|D\left(\bar{J}_{\varepsilon}\right)\right\|_{L} \infty d \tau} d x d s \tag{5.29}
\end{align*}
$$

By Lemma 5.7 and Sobolev embeddings, as $\mathcal{R}$ is a group of isometries,

$$
\begin{aligned}
& \forall t \leq T, \quad\left\|\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)(t)\right\|_{W^{1, \infty}} \leq\left\|\left(\Psi+\varepsilon y_{\varepsilon}\right)(t)\right\|_{W^{1, \infty}} \leq\left\|\left(\Psi+\varepsilon y_{\varepsilon}\right)(t)\right\|_{H^{3}} \leq C_{T} \\
&\left\|\left(\bar{J}_{\varepsilon}^{i n}-J^{i n}, \Phi_{\varepsilon}^{i n}-\Phi^{i n}\right)\right\|_{L^{\infty}} \leq\left\|\left(\bar{J}_{\varepsilon}^{i n}-J^{i n}, \Phi_{\varepsilon}^{i n}-\Phi^{i n}\right)\right\|_{H^{2}} \leq\left\|\varepsilon y_{\varepsilon}^{i n}\right\|_{H^{2}} \leq C \varepsilon^{1 / 2}
\end{aligned}
$$

and

$$
\begin{aligned}
E_{\varepsilon}\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right) & =\partial_{t}\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)+\frac{1}{\varepsilon} R\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)+\mathcal{B}\left[\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right),\left(\bar{J}_{\varepsilon}, \Phi_{\varepsilon}\right)\right] \\
& =\mathcal{R}\left(-\frac{t}{\varepsilon}\right)\left(\partial_{t}\left(\Psi+\varepsilon y_{\varepsilon}\right)+Q\left(\frac{t}{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}, \Psi+\varepsilon y_{\varepsilon}\right)\right) \\
& =\mathcal{R}\left(-\frac{t}{\varepsilon}\right) r_{\varepsilon}
\end{aligned}
$$

converges to 0 in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}, H^{2}\left(Q_{a_{1}, a_{2}, a_{3}}\right)\right)$. From (1.2) and the bounds on the initial data (2.10), we deduce that

$$
\iint(1+|v|) f_{\varepsilon} d v d x+\int\left|\nabla_{x} V_{\varepsilon}\right| d x \leq C
$$

Then both terms in the right of (5.29) converges to 0 in $L_{\text {loc }}^{\infty}\left(\mathbb{R}^{+}\right)$. Thus

$$
\begin{aligned}
& \iint\left|v-\bar{J}_{\varepsilon}\right|^{2} f_{\varepsilon}(t, x, v) d v d x \\
& \quad+\int\left|\nabla_{x} V_{\varepsilon}-\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \Phi_{\varepsilon}\right|^{2}(t, x) d x \rightarrow 0 \quad \text { in } L_{\mathrm{loc}}^{\infty}\left(\mathbb{R}^{+}\right) .
\end{aligned}
$$

By (5.28) and Lemma 5.5, this is equivalent to the convergence stated in Theorem 2.3.

## 6. Lack of a priori Compactness

All the results above lead to strong convergence of $\left(\int f_{\varepsilon} v d v, \nabla_{x} V_{\varepsilon}\right)_{\varepsilon}$ as $\varepsilon \rightarrow 0$ and are based on restrictive assumptions on the sequence of initial data (smoothness and convergence in a very strong sense). Whether it is possible to relax these assumptions and obtain convergence in some weaker sense is a natural question. As always, the difficulty lies in passing to the limit in nonlinear terms. As we explained in Sec. 5 , time oscillations can be handled provided that the current $\int f_{\varepsilon} v d v$ and the electric potential $V_{\varepsilon}$ verify some kind of compactness property with respect to space variables. One might therefore attempt to prove that (1.1) propagates some low regularity in the $x$ variable. This section is aimed at showing why this strategy is likely to fail.

### 6.1. Non-propagation of low Besov regularity by (1.15)

This part elaborates on remarks originally made by DiPerna-Lions ${ }^{13}$ (see pp. 7 and 8), (with additional details to be found in Lions' monograph, ${ }^{24}$ pp. 150-152). These remarks show that the 3D Euler flow does not propagate $W^{1, p}$ estimates in the variable $x$ for each $1<p<\infty$. Here we prove a slightly more general result, with $W^{1, p}$ replaced by the Besov space $B_{s}^{p, \infty}$ for arbitrarily small values of $s>0$. While the analogous statement with $B_{s}^{p, \infty}$ replaced by $W^{s, p}$ is most likely true and in any case mentioned by DiPerna-Lions ${ }^{13}$ - its proof would be somewhat more technical than the argument for $B_{s}^{p, \infty}$ presented below. On the other hand, establishing that a sequence of functions is bounded in $B_{s}^{p, \infty}$ is as natural a way of proving that this sequence is relatively compact in $L_{\text {loc }}^{p}$ or as proving that it is bounded in $W^{s^{\prime}, p}$ for some $s^{\prime} \in(0, s)$. Thus, we have chosen to show that the 3D Euler flow does not propagate $B_{s}^{p, \infty}$ regularity for small $s>0$ as an indication of the difficulty in proving compactness in the space variables for families of solutions of the 3D incompressible Euler equation.

We first recall the definition of $B_{s}^{p, \infty}$ (see Stein, ${ }^{28} \mathrm{pp} .150-159$ where $B_{s}^{p, q}$ is denoted by $\Lambda_{s}^{p, q}$ ).

Definition 6.2. Let $p \in(1,+\infty)$ and $s \in(0,1)$; the Besov $B_{s}^{p, \infty}$-norm is defined, for each smooth function with compact support, by

$$
\|f\|_{B_{s}^{p, \infty}}=\|f\|_{L^{p}}+\sup _{z \neq 0} \frac{1}{|z|^{s}}\left(\int|f(x+z)-f(x)|^{p}\right)^{1 / p} .
$$

The space $B_{s}^{p, \infty}$ consists of all $L^{p}$ functions such that $\|f\|_{B_{s}^{p, \infty}}$ is finite.
The next lemma contains some essential preparation for the non-propagation result on 3D Euler.

Lemma 6.8. For all $p \geq 1$ and all $s \in(0,1 / p)$, there exist a sequence $\left(W_{n}\right)_{n}$ bounded in $B_{s}^{p, \infty}\left(\mathbf{T}^{2}\right)$, and a sequence $\left(V_{n}\right)_{n}$ of $C^{\infty}$ functions bounded in $B_{s}^{p, \infty}(\mathbf{T})$ such that the sequence $U_{n}$ defined by

$$
U_{n}:\left(x_{1}, x_{2}\right) \in \mathbf{T}^{2} \mapsto U_{n}\left(x_{1}, x_{2}\right)=W_{n}\left(x_{1}+V_{n}\left(x_{2}\right), x_{2}\right)
$$

satisfies $\left\|U_{n}\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{2}\right)} \rightarrow+\infty$ as $n \rightarrow+\infty$.
Proof. Pick $W\left(x_{1}, x_{2}\right)=W^{1}\left(x_{1}\right) W^{2}\left(x_{2}\right)$ with $W^{1}\left(x_{1}\right)=\sin \left(\pi x_{1}\right)$ and $W^{2}\left(x_{2}\right)=$ $x_{2}^{\beta}$ with $\beta=s-\frac{1}{p}$. (In this discussion, $\mathbf{T}^{2}$ is identified with $[0,1)^{2}$.) Pick then $\alpha=s /\left(\frac{1}{p}-s\right)$ and for each $n \geq 10$, define

$$
V_{n}=\text { the indicator function of } \bigcup_{k=1}^{n}\left[\frac{2 k-1}{n^{\alpha+1}}, \frac{2 k}{n^{\alpha+1}}\right] .
$$

First, observe that, for each $z \in(0,1)$

$$
\begin{align*}
& \int_{0}^{1}\left|W^{2}(x+z)-W^{2}(x)\right|^{p} d x \\
& \quad \leq \int_{0}^{1-z}\left|(x+z)^{\beta}-x^{\beta}\right|^{p} d x+\int_{0}^{z}\left|y^{\beta}-(y-z+1)^{\beta}\right|^{p} d x \\
& \quad \leq z^{\beta p+1} \int_{0}^{z^{-1}-1}\left|(u+1)^{\beta}-u^{\beta}\right|^{p} d x+\int_{0}^{z} y^{\beta p} d x \\
& \quad \leq C z^{\beta p+1} \tag{6.30}
\end{align*}
$$

which shows that $W^{2} \in B_{s}^{p, \infty}(\mathbf{T})$ since $s=\beta+\frac{1}{p}$.
Next we observe that, since $V_{n}$ takes its values in $\{0,1\}$,

$$
\begin{align*}
\int_{0}^{1}\left|V_{n}(x+z)-V_{n}(x)\right|^{p} d x & \leq \int_{0}^{1}\left|V_{n}(x+z)-V_{n}(x)\right| d x \\
& \leq 2 \int_{0}^{1}\left|V_{n}(x)\right| d x=\frac{2}{n^{\alpha}} \tag{6.31}
\end{align*}
$$

further, if $0<z<n^{-\alpha-1}$, then

$$
\left|V_{n}(x+z)-V_{n}(x)\right|= \begin{cases}1 & \text { if } x \bigcup_{l=1}^{2 n}\left[\frac{l}{n^{\alpha+1}}-z, \frac{l}{n^{\alpha+1}}\right] \\ 0 & \text { otherwise }\end{cases}
$$

Hence, for $0<z<n^{-\alpha-1}$,

$$
\begin{equation*}
\int_{0}^{1}\left|V_{n}(x+z)-V_{n}(x)\right|^{p} d x \leq 2 n z \leq 2 z^{-\frac{1}{\alpha+1}} z \tag{6.32}
\end{equation*}
$$

By using (6.32) if $0<z<n^{-\alpha-1}$ and (6.31) if $n^{-\alpha-1}<z<1$, in both cases one arrives at the inequality

$$
\int_{0}^{1}\left|V_{n}(x+z)-V_{n}(x)\right|^{p} d x \leq 2 z^{\frac{\alpha}{\alpha+1}}
$$

which implies that $V_{n}$ is bounded in $B_{s}^{p, \infty}(\mathbf{T})$ since $s=\frac{\alpha}{p(\alpha+1)}$.
On the other hand, one has

$$
\begin{aligned}
& \left|W\left(x_{1}+V_{n}\left(x_{2}+z\right), x_{2}\right)-W\left(x_{1}+V_{n}\left(x_{2}\right), x_{2}\right)\right| \\
& \quad=\left|\cos \left(\pi \frac{2 x_{1}+V_{n}\left(x_{2}+z\right)+V_{n}\left(x_{2}\right)}{2}\right) \sin \left(\pi \frac{V_{n}\left(x_{2}+z\right)-V_{n}\left(x_{2}\right)}{2}\right)\right| W^{2}\left(x_{2}\right) \\
& \quad \geq\left|\cos \left(\pi \frac{2 x_{1}+V_{n}\left(x_{2}+z\right)+V_{n}\left(x_{2}\right)}{2}\right)\right|\left|V_{n}\left(x_{2}+z\right)-V_{n}\left(x_{2}\right)\right| W^{2}\left(x_{2}\right) .
\end{aligned}
$$

Pick $z_{n}=n^{-\alpha-1}$, then

$$
\begin{aligned}
\int_{\mathbf{T}^{2}} & \left|W\left(x_{1}+V_{n}\left(x_{2}+z_{n}\right), x_{2}\right)-W\left(x_{1}+V_{n}\left(x_{2}\right), x_{2}\right)\right|^{p} d x_{1} d x_{2} \\
& \geq \int_{0}^{2 n^{-\alpha}} W^{2}\left(x_{2}\right) \int_{0}^{1}\left|\cos \left(\pi \frac{2 x_{1}+V_{n}\left(x_{2}+z\right)+V_{n}\left(x_{2}\right)}{2}\right)\right| d x_{1} d x_{2} \\
& =\int_{0}^{1}\left|\cos \left(\pi y_{1}\right)\right| d y_{1} \int_{0}^{2 n^{-\alpha}} W^{2}\left(x_{2}\right) d x_{2}=2 \int_{0}^{2 n^{-\alpha}} x_{2}^{\beta p} d x_{2} \\
& =\frac{2}{\beta p+1}(2 n)^{-\alpha(\beta p+1)}=\frac{2^{1-\alpha p s}}{p s} z_{n}^{\frac{\alpha p s}{\alpha+1}}
\end{aligned}
$$

which shows that

$$
\begin{align*}
& \frac{1}{z_{n}^{s}}\left(\int_{\mathbf{T}^{2}}\left|W\left(x_{1}+V_{n}\left(x_{2}+z_{n}\right), x_{2}\right)-W\left(x_{1}+V_{n}\left(x_{2}\right), x_{2}\right)\right|^{p} d x_{1} d x_{2}\right)^{1 / p} \\
& \quad \geq \frac{2^{\frac{1}{p}-\alpha s}}{(p s)^{1 / p}} z_{n}^{-\frac{s}{\alpha+1}} \rightarrow+\infty \tag{6.33}
\end{align*}
$$

as $n \rightarrow+\infty$. Besides

$$
\begin{aligned}
\int_{\mathbf{T}^{2}} & \left|W\left(x_{1}+V_{n}\left(x_{2}+z_{n}\right), x_{2}+z_{n}\right)-W\left(x_{1}+V_{n}\left(x_{2}+z_{n}\right), x_{2}\right)\right|^{p} d x_{1} d x_{2} \\
& =\int_{\mathbf{T}}\left|W^{2}\left(x_{2}+z_{n}\right)-W^{2}\left(x_{2}\right)\right|^{p} \int_{\mathbf{T}} \mid W_{1}\left(x_{1}+\left.V_{n}\left(x_{2}+z_{n}\right)\right|^{p} d x_{1} d x_{2}\right. \\
& \leq \int_{\mathbf{T}}\left|W^{2}\left(x_{2}+z_{n}\right)-W^{2}\left(x_{2}\right)\right|^{p} d x_{2} \leq C z_{n}^{p s}
\end{aligned}
$$

by (6.30). This estimate and (6.33) eventually imply that

$$
\frac{1}{z_{n}^{s}}\left(\int_{\mathbf{T}^{2}}\left|W\left(x_{1}+V_{n}\left(x_{2}+z_{n}\right), x_{2}+z_{n}\right)-W\left(x_{1}+V_{n}\left(x_{2}\right), x_{2}\right)\right|^{p} d x_{1} d x_{2}\right)^{1 / p} \rightarrow+\infty
$$ as $n \rightarrow+\infty$, showing that $U_{n}$ is not bounded in $B_{s}^{p, \infty}$.

The implications of Lemma 6.8 on the 3D incompressible Euler equations are summarized in the next proposition - a variant of the remark due to DiPernaLions. ${ }^{13}$

Proposition 6.4. Let $p \geq 1, s \in(0,1 / p)$ and $T>0$. There exists a sequence of smooth divergence-free vector fields $\left(J_{n}^{i n}\right)_{n}$ that is uniformly bounded in $B_{s}^{p, \infty}\left(\mathbf{T}^{2}, \mathbb{R}^{3}\right)$ and such that the sequence $\left(J_{n}\right)$ of solutions of the incompressible 2D1/2 Euler equations (1.15) with initial data $\left(J_{n}^{i n}\right)$ satisfies

$$
\left\|J_{n}(T, \cdot)\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{2}, \mathbb{R}^{3}\right)} \rightarrow+\infty \quad \text { as } n \rightarrow+\infty
$$

Since solutions of the 2D1/2 Euler equations (1.15) are also solutions of the 3D incompressible Euler equations, Proposition 6.4 implies the non-propagation of $B_{s}^{p, \infty}$ estimates in $x$ for $s>0$ arbitrarily small.

Proof of Proposition 6.4. Let $T>0$ be a fixed positive time. Let $W \in B_{s}^{p, \infty}\left(\mathbf{T}^{2}\right)$ and the sequence $\left(V_{n}\right)_{n}$ bounded in $B_{s}^{p, \infty}(\mathbf{T})$ be chosen as in Lemma 6.8. Then consider

$$
\begin{equation*}
J_{n}^{i n}(x)=\left(\frac{1}{T} V_{n}\left(x_{2}\right), 0, W\left(x_{1}, x_{2}\right)\right) \tag{6.34}
\end{equation*}
$$

Clearly

$$
\nabla_{x} \cdot J_{n}^{i n}=0
$$

and

$$
\left\|J_{n}^{i n}\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{2}, \mathbb{R}^{3}\right)} \leq \frac{1}{T}\left\|V_{n}\right\|_{B_{s}^{p, \infty}(\mathbf{T})}+\|W\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{2}\right)} \leq C .
$$

A simple computation shows that the solution of the 2D1/2 incompressible Euler equation (1.15) with initial data $J_{n}^{i n}$ is

$$
J_{n}(t, x)=\left(\frac{1}{T} V_{n}\left(x_{2}\right), 0, W\left(x_{1}+\frac{t}{T} V_{n}\left(x_{2}\right), x_{2}\right)\right)
$$

In particular,

$$
J_{n, 3}(T, x)=U_{n}\left(x_{1}, x_{2}\right) .
$$

with $U_{n}$ defined as in Lemma 6.8 by

$$
U_{n}:\left(x_{1}, x_{2}\right) \in \mathbf{T}^{2} \mapsto U_{n}\left(x_{1}, x_{2}\right)=W\left(x_{1}+V_{n}\left(x_{2}\right), x_{2}\right)
$$

By Lemma 6.8, $\left\|J_{n, 3}(T, \cdot)\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{2}\right)} \rightarrow+\infty$ as $n \quad \rightarrow \quad+\infty$ and so does $\left\|J_{n}(T, \cdot)\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{2}, \mathbb{R}^{3}\right)}$.

### 6.2. Nonpropagation of weak regularity by (1.1)

The Vlasov-Poisson system (1.1) shares with the 2D1/2 incompressible Euler equations the property stated in Proposition 6.4, i.e. the fact that $B_{s}^{p, \infty}$ regularity is not propagated for low values of $s$. Consider indeed particle distributions of the form

$$
f_{n, \varepsilon}(t, x, v)=\left(1+\varepsilon \nabla_{x}\left(J_{n}(t, x) \wedge b\right)\right) \delta\left(v-J\left(_{n} t, x\right)\right),
$$

where $J_{n}$ solves (1.15) with initial data $J_{n}^{i n}$ as in (6.34). Since $J_{n}$ represents a shear flow, $\nabla_{x} \Pi=0$ in (1.15) and $f_{n, \varepsilon}$ is a measure-valued solution of (1.1) with

$$
\left.f_{n, \varepsilon}^{i n}(x, v)=\left(1+\varepsilon \nabla_{x}\left(J_{n}^{i n}(x)\right) \wedge b\right)\right) \delta\left(v-J_{n}^{i n}(x)\right) .
$$

By Proposition 6.4 the families

$$
\begin{aligned}
\int f_{n, \varepsilon}(T, x, v) v d v & \left.=J_{n}(T, x)\left(1+\varepsilon \nabla_{x}\left(J_{n}(T, x) \wedge b\right)\right)\right) \quad \text { and } \\
\nabla_{x} V_{n, \varepsilon}(T, x) & =-J_{n}(T, x) \wedge b
\end{aligned}
$$

are not uniformly bounded in $B_{s}^{p, \infty}\left(\mathbf{T}_{x}^{2}\right)$ as $n$ runs through $\mathbb{N}^{*}$ and $\varepsilon$ runs through $(0 ; 1)$.

However, this class of examples is not satisfactory because it is based upon dealing with monokinetic distributions. The usual methods to study propagation of regularity in the Vlasov-Poisson system consist of estimating simultaneously derivatives in the $x$ and $v$ variables. Alternative strategies, using for instance compactness by velocity averaging, require that the family of distributions under consideration be at least equi-integrable in the $v$ variable.

Actually we can prove a stronger result, which claims that weak regularity estimates cannot be propagated by (1.1).

Proposition 6.5. Let $p \geq 1, s \in(0,1 / p) T>0$ and $K>0$. Consider the set

$$
\mathcal{W}=\left\{f^{i n} \text { smooth in } v \mid \mathcal{E}^{i n}+\left\|\int f^{i n} v d v\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}+\left\|\nabla_{x} V^{i n}\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)} \leq K\right\} .
$$

Then

$$
\sup _{\substack{0 \leq t \leq T \\ \varepsilon>0, f i n \in \mathcal{W}}}\left(\left\|\int f_{\varepsilon}(t) v d v\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}+\left\|\nabla_{x} V_{\varepsilon}\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}\right)=+\infty,
$$

where $f_{\varepsilon}$ denotes any solution of (1.1) with initial data $f^{i n}$.

Proof. Assume that for each $T>0$ and $K>0$, there exists $C_{T, K}>0$ such that any solution of (1.1) verifying

$$
\left\|\int f_{\varepsilon}^{i n} v d v\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}+\left\|\nabla_{x} V_{\varepsilon}^{i n}\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)} \leq K
$$

satisfies the uniform estimate

$$
\begin{equation*}
\sup _{t \in[0, T]}\left(\left\|\int f_{\varepsilon}(t) v d v\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}+\left\|\nabla_{x} V_{\varepsilon}(t)\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}\right) \leq C_{T, K} . \tag{6.35}
\end{equation*}
$$

Let $f_{n, \varepsilon}$ be a solution of (1.1) with initial data

$$
f_{n, \varepsilon}^{i n}(x, v)=\left(1+\varepsilon \nabla_{x} \cdot\left(J_{n}^{i n}(x) \wedge b\right)\right) M\left(v-J_{n}^{i n}(x)\right),
$$

where $M$ denotes the centered, reduced Gaussian distribution and $J_{n}^{i n}$ is a sequence of smooth vector fields satisfying the assumptions in Proposition 6.4 - for instance, pick $J_{n}^{i n}$ to be the initial data in (6.34).

By Theorem 2.2, for each $t \in[0, T], \int f_{n, \varepsilon} v d v$ and $\nabla_{x} V_{\varepsilon}$ converge to $J_{n}$ and $-J_{n} \wedge b$ respectively as $\varepsilon \rightarrow 0$, where $J_{n}$ denotes the solution of (1.15) with initial data $J_{n}^{i n}$. By Proposition 6.4,

$$
\lim _{n \rightarrow \infty}\left\|J_{n}(T, \cdot)\right\|_{B_{s}^{p, \infty}\left(\mathbf{T}^{3}\right)}=+\infty ;
$$

but this is in contradiction with (6.35). Hence the initial assumption is false.
As we insisted at the beginning of this section, this result indicates that taking limits in the nonlinear terms requires at least a new idea to obtain compactness properties.

## Appendix A. Reduction of the Oscillation Operator $R$ to Diagonal Form

Consider $R$ the oscillation operator defined in Proposition 2.1 and denote by $\mathcal{R}$ the unitary group generated by $R$. Describing the asymptotic behavior of $\mathcal{R}\left(\frac{t}{\varepsilon}\right) \Psi$ for $\Psi \in L^{2}\left(\mathbf{T}^{3}, \mathbb{R}^{4}\right)$ requires a rather good understanding of the structure of $R$ and in particular a precise description of its kernel.

Proposition A.1. Consider the bounded skew-adjoint operator defined on $L^{2}\left(\mathbf{T}^{3}, \mathbb{R}^{4}\right)$ by

$$
R:(j, \phi) \mapsto\left(j \wedge b+\nabla_{x}\left(-\Delta_{x}\right)^{-1 / 2} \phi,\left(-\Delta_{x}\right)^{-1 / 2} \nabla_{x} \cdot j\right)
$$

The orthogonal projections on eigenspaces of $R$ are pseudo-differential operators of order 0 . In particular, the projection on the nullspace of $R$ is defined by

$$
\begin{aligned}
\mathcal{P}:(j, \phi) \mapsto & \left(\frac{1}{2} \nabla_{x}^{\prime}\left(-\Delta_{x}^{\prime}\right)^{-1 / 2} \int \phi d x_{3} \wedge b+\frac{1}{2} P^{\prime} \int j^{\prime} d x_{3}, \int j_{3} d x_{3}\right. \\
& \left.\frac{1}{2} \int \phi d x_{3}+\frac{1}{2}\left(-\Delta_{x}^{\prime}\right)^{-1 / 2} \nabla_{x}^{\prime} \cdot\left(\int(j \wedge b)^{\prime} d x_{3}\right)\right)
\end{aligned}
$$

with the notations $\nabla_{x}^{\prime}=\left(\partial_{x_{1}}, \partial_{x_{2}}\right), \Delta_{x}^{\prime}=\partial_{x_{1} x_{1}}^{2}+\partial_{x_{2} x_{2}}^{2}$ and where $P^{\prime}$ is the $L_{x_{1} x_{2}}^{2}$ orthogonal projection on divergence-free vector fields depending on the two variables $\left(x_{1}, x_{2}\right)$.

Proof. Denote by $R_{k}\left(k \in \mathbb{Z}^{3}\right)$ the symbol of $R$

$$
\begin{aligned}
\forall k \in \mathbb{Z}^{3}, \quad R_{k} & =\left(\begin{array}{cccc}
0 & 1 & 0 & i \kappa_{1} \\
-1 & 0 & 0 & i \kappa_{2} \\
0 & 0 & 0 & i \kappa_{3} \\
i \kappa_{1} & i \kappa_{2} & i \kappa_{3} & 0
\end{array}\right), \\
\kappa_{\alpha} & =\frac{k_{\alpha}}{a_{\alpha}}\left[\left(\frac{k_{1}}{a_{1}}\right)^{2}+\left(\frac{k_{2}}{a_{2}}\right)^{2}+\left(\frac{k_{3}}{a_{3}}\right)^{2}\right]^{-1 / 2} .
\end{aligned}
$$

We recall the notations

$$
|k|^{2}=\left(\frac{k_{1}}{a_{1}}\right)^{2}+\left(\frac{k_{2}}{a_{2}}\right)^{2}+\left(\frac{k_{3}}{a_{3}}\right)^{2}, \quad k^{*}=\sqrt{1-\kappa_{3}^{2}} .
$$

A straightforward computation shows that

$$
R_{k}=P_{k}^{*} D_{k} P_{k}
$$

with

$$
\begin{aligned}
D_{k} & =\left(\begin{array}{cccc}
i\left(1+k^{*}\right)^{1 / 2} & 0 & 0 & 0 \\
0 & -i\left(1+k^{*}\right)^{1 / 2} & 0 & 0 \\
0 & 0 & i\left(1-k^{*}\right)^{1 / 2} & 0 \\
0 & 0 & 0 & -i\left(1-k^{*}\right)^{1 / 2}
\end{array}\right), \\
P_{k} & =\frac{1}{2 k^{*}}\left(\begin{array}{cccc}
-i \kappa_{2}+\sqrt{1+k^{*}} \kappa_{1} & i \kappa_{1}+\sqrt{1+k^{*}} \kappa_{2} & k^{*}\left(1+k^{*}\right)^{-1 / 2} \kappa_{3} & k^{*} \\
-i \kappa_{2}-\sqrt{1+k^{*}} \kappa_{1} & i \kappa_{1}-\sqrt{1+k^{*}} \kappa_{2} & -k^{*}\left(1+k^{*}\right)^{-1 / 2} \kappa_{3} & k^{*} \\
-i \kappa_{2}+\sqrt{1-k^{*}} \kappa_{1} & i \kappa_{1}+\sqrt{1-k^{*}} \kappa_{2} & k^{*}\left(1-k^{*}\right)^{-1 / 2} \kappa_{3} & k^{*} \\
-i \kappa_{2}-\sqrt{1-k^{*}} \kappa_{1} & i \kappa_{1}-\sqrt{1-k^{*}} \kappa_{2} & -k^{*}\left(1-k^{*}\right)^{-1 / 2} \kappa_{3} & k^{*}
\end{array}\right),
\end{aligned}
$$

with the convention $\left(1-k^{*}\right)^{-1 / 2} \kappa_{3}=\sqrt{2}$ whenever $k_{3}=0$. Then $P_{k}$ and $P_{k}^{-1}=P_{k}^{*}$ are order zero pseudo-differential operators that satisfy the uniform bound

$$
\forall k \in \mathbb{Z}^{3}, \quad\left\|P_{k}\right\|_{L^{\infty}}\left\|P_{k}^{-1}\right\|_{L^{\infty}} \leq 2
$$

It remains to obtain a precise description of the nullspace of $R$. It is easily seen that

$$
\lambda_{\eta}(k)=0 \Leftrightarrow \eta \in\{3,4\} \quad \text { and } \quad k_{3}=0 .
$$

Then $\mathcal{P}$ is given by its symbol

$$
\forall k \in \mathbb{Z}^{3}, \quad \mathcal{P}_{k}= \begin{cases}P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k} & \text { if } k_{3}=0 \\ 0 & \text { if } k_{3} \neq 0\end{cases}
$$

with the notations of Sec. 5 . For $k$ such that $k_{3}=0$, we compute

$$
\begin{aligned}
\mathcal{P}_{k} & =\frac{1}{4}\left(\begin{array}{cccc}
0 & 0 & i \kappa_{2} & i \kappa_{2} \\
0 & 0 & -i \kappa_{1} & -i \kappa_{1} \\
0 & 0 & \sqrt{2} & -\sqrt{2} \\
0 & 0 & 1 & 1
\end{array}\right)\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-i \kappa_{2} & i \kappa_{1} & \sqrt{2} & 1 \\
-i \kappa_{2} & i \kappa_{1} & -\sqrt{2} & 1
\end{array}\right) \\
& =\frac{1}{2}\left(\begin{array}{cccc}
\kappa_{2}^{2} & -\kappa_{1} \kappa_{2} & 0 & i \kappa_{2} \\
-\kappa_{1} \kappa_{2} & \kappa_{1}^{2} & 0 & -i \kappa_{1} \\
0 & 0 & 2 & 0 \\
-i \kappa_{2} & i \kappa_{1} & 0 & 1
\end{array}\right)
\end{aligned}
$$

which is the expected symbol for the projection $\mathcal{P}$ on the nullspace of $R$.

## Appendix B. Small Divisor Estimate

In order to describe the coupling of the various oscillating components by the nonlinear terms, a basic tool is the study of the resonances, i.e. of solutions $(l, m, \eta) \in\left(\mathbb{Z}^{3}\right)^{2} \times[[1,4]]^{3}$ of the dispersion equation

$$
\omega_{\eta}(l+m, l, m)=\lambda_{\eta_{1}}(l+m)-\lambda_{\eta_{2}}(l)-\lambda_{\eta_{3}}(m)=0,
$$

where $\left(i \lambda_{j}(k)\right)_{j \in[[1,4]]}$ denote the eigenvalues of $R_{k}$ for all $k \in \mathbb{Z}^{3}$. These eigenvalues are the roots of a polynomial with polynomial coefficients in the variables $k_{1} / a_{1}$, $k_{2} / a_{2}$ and $k_{3} / a_{3}$, implying the following small divisor estimate. ${ }^{16}$

Proposition B.1. Consider $P(l, m)$, a polynomial in $a_{3}^{-1}$ with coefficients that are polynomials in $l, m$. Then, there exist $\mathcal{A} \subset \mathbb{R}_{*}^{+}$of Lebesgue measure zero and $\Omega \subset \mathbb{Z}^{6}$ such that

$$
\begin{gathered}
\forall(l, m) \in \Omega, \quad P(l, m) \equiv 0 \\
\forall a_{3} \in \mathbb{R}_{+}^{*} \backslash \mathcal{A}, \exists(C, s) \text { s.t. } \forall(l, m) \in \mathbb{Z}^{6} \backslash \Omega,|P(l, m)|^{-1} \leq C(1+|l|)^{s}(1+|m|)^{s} .
\end{gathered}
$$

## Appendix C. Symmetry Properties of the Bilinear Operator $\mathcal{B}$

In order to determine the structure of the limiting equation, we use the symmetry properties of the bilinear operator $\mathcal{B}$ summarized below.

Proposition C.1. For all $l, m \in \mathbb{Z}^{3}$, define $B_{l, m}$ by
$B_{l, m}\left[\Psi_{l} \Psi_{m}\right]=\frac{1}{2}\left(i\left\langle\Psi_{l}, m\right\rangle \Psi_{m}^{\prime}+i\left\langle\Psi_{m}, l\right\rangle \Psi_{l}^{\prime},-i\left\langle\frac{m+l}{|m+l|},\right| m\left|\Psi_{m, 4} \Psi_{l}+|l| \Psi_{l, 4} \Psi_{m}\right\rangle\right)$ with the notation $\langle\Psi, k\rangle=\Psi_{1} \frac{k_{1}}{a_{1}}+\Psi_{2} \frac{k_{2}}{a_{2}}+\Psi_{3} \frac{k_{3}}{a_{3}}$. For each $k \in \mathbb{Z}^{3}$, define $R_{k}$ by

$$
R_{k} \Psi_{k}=\left(\Psi_{k, 2}+i \frac{k_{1}}{a_{1}|k|} \Psi_{k, 4},-\Psi_{k, 1}+i \frac{k_{2}}{a_{2}|k|} \Psi_{k, 4}, i \frac{k_{3}}{a_{3}|k|} \Psi_{k, 4}, i\langle\Psi, k\rangle\right) .
$$

Denote by $i \lambda_{j}(k)$ its eigenvalues ordered as in (5.8) and by $P_{k}$ the transition matrix

$$
R_{k}=P_{k}^{-1}\left(\sum_{j=1}^{4} i \lambda_{j}(k) A_{j}\right) P_{k}
$$

Then, for each $\Psi$ and each $k \in \mathbb{Z}^{2} \times\{0\}$,

$$
\begin{aligned}
& \left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) \sum_{\substack{l+m=k \\
\lambda_{\eta_{2}}(l)+\lambda_{\eta_{3}}(m)=0}} B_{l, m}\left[\left(P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi\right),\left(P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right)\right] \\
& \quad=\left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) \sum_{\substack{l+m=k \\
\eta_{2}, \eta_{3} \in\{3,4\}}} B_{l, m}\left[\left(P_{l}^{-1} A_{\eta_{2}} P_{l} \mathcal{F}_{l} \Psi\right),\left(P_{m}^{-1} A_{\eta_{3}} P_{m} \mathcal{F}_{m} \Psi\right)\right] .
\end{aligned}
$$

Proof. For each $k \in \mathbb{Z}^{2} \times\{0\}$, the set of $\left(l, m, \eta_{2}, \eta_{3}\right)$ 's satisfying $l+m=k$ and $\lambda_{\eta_{2}}(l)+\lambda_{\eta_{3}}(m)=0$ is decomposed as follows

- $\left\{l_{3}=m_{3}=0\right.$ and $\left.\eta_{2}, \eta_{3} \in\{3,4\}\right\}$,
- $\left\{l_{3}=m_{3}=0\right.$ and $\left.\left\{\eta_{2}, \eta_{3}\right\}=\{1,2\}\right\}$,
- $\left\{l_{3}=-m_{3} \neq 0\right.$ and $\left.\left\{\eta_{2}, \eta_{3}\right\}=\{1,2\}\right\}$,
- $\left\{l_{3}=-m_{3} \neq 0\right.$ and $\left.\left\{\eta_{2}, \eta_{3}\right\}=\{3,4\}\right\}$.

Then, in order to prove Proposition C.1, it is enough to see that in the last three cases

$$
\left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) B_{l, m}\left[P_{l}^{-1} V_{\eta_{2}}, P_{m}^{-1} V_{\eta_{3}}\right]=0 .
$$

In these three cases, $\lambda=-\lambda_{\eta_{2}}(l)=\lambda_{\eta_{3}}(m) \neq 0$ and $l_{3}=-m_{3}$, so that in particular $l^{*}=m^{*}$ and $|l|=|m|$. Hence, with the notations as in the proof of Proposition A.1,

$$
\begin{aligned}
\left\langle P_{m}^{-1} V_{\eta_{3}}, l\right\rangle & =\frac{i M_{2}+\lambda M_{1}}{2 m^{*}} L_{1}|l|+\frac{-i M_{1}+\lambda M_{2}}{2 m^{*}} L_{2}|l|+\frac{M_{3}}{2 \lambda} L_{3}|l| \\
& =-\left\langle P_{l}^{-1} V_{\eta_{2}}, m\right\rangle
\end{aligned}
$$

and

$$
\left\langle P_{m}^{-1} V_{\eta_{3}}, m\right\rangle=\lambda \frac{m^{*}|m|}{2}+\frac{M_{3}^{2}}{2 \lambda}|m|=-\left\langle P_{l}^{-1} V_{\eta_{2}}, l\right\rangle
$$

so that

$$
B_{l, m}\left[P_{l}^{-1} V_{\eta_{2}}, P_{m}^{-1} V_{\eta_{3}}\right]=i \frac{\left\langle P_{l}^{-1} V_{\eta_{2}}, m\right\rangle}{2 m^{*}}\left(\begin{array}{c}
i\left(M_{2}-L_{2}\right)+\lambda\left(M_{1}+L_{1}\right) \\
-i\left(M_{1}-L_{1}\right)+\lambda\left(M_{2}+L_{2}\right) \\
0 \\
0
\end{array}\right)
$$

multiplying by $P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}=\mathcal{P}_{k}$, we obtain

$$
\left(P_{k}^{-1}\left(A_{3}+A_{4}\right) P_{k}\right) B_{l, m}\left[P_{l}^{-1} V_{\eta_{2}}, P_{m}^{-1} V_{\eta_{3}}\right]=0
$$

which is the result expected.
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