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## INTRODUCTION

In his introductory text to [DMR07], Deligne explains his understanding of some analogies between the $\ell$-adic theory in characteristic $p$ and the irregular singularities of holonomic $\mathscr{D}$-modules. Some of these analogies will be our guides for these lectures.

Much work has been realized in order to prove analogues in the theory of holonomic $\mathscr{D}$-modules to the fundamental results proved by Katz and Laumon in [KL85] and by Laumon in [Lau87], as well as subsequent work of Katz [Kat90a, Kat96], all in the $\ell$-adic theory. Let us mention in particular [Kat90b], and [BE04, GL04] for the product formula of [Lau87].

Although our point of view in these notes is mainly from the $\mathscr{D}$-module theory, we will keep the link with the $\ell$-adic theory.

The Fourier transformation from the $\mathscr{D}$-module theoretic point of view has been considered with details in [Mal91]. Here, we will also focus on questions firstly raised in the $\ell$-adic setting, like the question of purity.

## LECTURE 1

## FOURIER TRANSFORMATION: <br> SOME ANALOGIES BETWEEN ARITHMETIC AND COMPLEX ALGEBRAIC GEOMETRY

### 1.1. Exponential sums and exponential integrals

1.1.a. Exponential sums (see $[\mathbf{K a t} \mathbf{9 0 b}]$ ). Given a polynomial $f \in \mathbb{Z}\left[x_{1}, \ldots, x_{n}\right]$ with integral coefficients and a prime number $p$, we regard the reduction of $f \bmod p$ as a morphism $\mathbb{A}_{\mathbb{F}_{p}}^{n} \rightarrow \mathbb{A}_{\mathbb{F}_{p}}^{1}$ and we consider the counting function

$$
\begin{aligned}
\operatorname{Sol}(f, p, \bullet): \mathbb{A}_{\mathbb{F}_{p}}^{1} & \longrightarrow \mathbb{Z} \\
t & \longmapsto \# f^{-1}(t) .
\end{aligned}
$$

Let $\psi_{p}: \mathbb{Z} / p \mathbb{Z} \rightarrow \mathbb{C}^{\times}$be the additive character defined by $\psi_{p}(t)=\exp (2 \pi i t / p)$, so that any additive character $\psi: \mathbb{Z} / p \mathbb{Z} \rightarrow \mathbb{C}^{\times}$takes the form $\psi(t)=\psi_{p}(\tau t)$ for a unique $\tau \in \mathbb{Z} / p \mathbb{Z}$.

Giving the function $\operatorname{Sol}(f, p, \bullet)$ is equivalent to giving its Fourier transform

$$
\psi \longmapsto \sum_{t \in \mathbb{A}_{\mathbb{F}_{p}}^{1}} \psi(t) \operatorname{Sol}(f, p, t)=\sum_{\boldsymbol{x} \in \mathbb{A}_{\mathbb{F}_{p}}^{n}} \psi(f(\boldsymbol{x})),
$$

and if we regard $\psi$ as corresponding to $\tau \in \widehat{\mathbb{A}}_{\mathbb{F}_{p}}^{1}$, this is the function

$$
\begin{aligned}
\widehat{\operatorname{Sol}}(f, p, \cdot): \widehat{\mathbb{A}}_{\mathbb{F}_{p}}^{1} & \longrightarrow \mathbb{C}^{\times} \\
\tau & \longmapsto \sum_{\boldsymbol{x} \in \mathbb{A}_{\mathbb{F}_{p}}} \exp (2 \pi i \tau f(\boldsymbol{x}) / p) .
\end{aligned}
$$

1.1.b. Exponential integrals. In order to avoid convergence questions, I will use a slightly different setting. Let $Y$ be a smooth complex projective variety of dimension $n$. Assume that $Y$ is Calabi-Yau, e.g. $Y$ is the quintic Fermat hypersurface in $\mathbb{P}^{4}$. Then there exists a global holomorphic volume form $\omega$. Let $f: X \rightarrow \mathbb{P}^{1}$ be a rational function defined on some blow-up of $X$ of $Y$. I will also denote by $\omega$ the pull-back of $\omega$ to $X$. I will consider the integration along the fibres of $f$ of the form $\omega \wedge \bar{\omega}$, which has degree $(n, n)$. This is the push-forward $f_{*}(\omega \wedge \bar{\omega})$ regarded as a $(1,1)$-current on $\mathbb{P}^{1}$ :

$$
C^{\infty}\left(\mathbb{P}^{1}\right) \ni \varphi \longmapsto \int_{X} \varphi \circ f \cdot \omega \wedge \bar{\omega} .
$$

Let us fix an affine chart $\mathbb{A}^{1}$ of $\mathbb{P}^{1}$ with coordinate $t$. Then this current defines a temperate distribution on $\mathbb{A}^{1}$, i.e., belongs to the Schwartz space $\mathscr{S}^{\prime}\left(\mathbb{A}^{1}\right)$ (by fixing the (1, 1)-form $\frac{i}{2 \pi} \mathrm{~d} t \wedge \mathrm{~d} \bar{t}$. It is then completely determined by its Fourier transform. In order to keep clear the holomorphic aspect, I will write the Fourier kernel as

$$
\exp (t \tau-\overline{t \tau})=\exp 2 i \operatorname{Im}(t \tau)=\exp 2 i(x \eta+y \xi), \quad t=x+i y, \tau=\xi+i \eta
$$

The Fourier transform $F_{t}\left(f_{*}(\omega \wedge \bar{\omega})\right)$ is a temperate distribution on the affine line $\widehat{\mathbb{A}^{1}}$ with coordinate $\tau$. In the present setting, it is the continuous function defined as

$$
\tau \longmapsto \int_{X_{0}} e^{\tau f-\overline{\tau f}} \cdot \omega \wedge \bar{\omega}, \quad X_{0}=f^{-1}\left(\mathbb{A}^{1}\right) .
$$

The following relations hods in the sense of temperate distributions:

$$
\partial_{\tau} F_{t}\left(f_{*}(\omega \wedge \bar{\omega})\right)=F_{t}\left(t \cdot f_{*}(\omega \wedge \bar{\omega})\right), \quad \tau \cdot F_{t}\left(f_{*}(\omega \wedge \bar{\omega})\right)=-F_{t}\left(\partial_{t} f_{*}(\omega \wedge \bar{\omega})\right)
$$

## 1.2. $\overline{\mathbb{Q}}_{\ell}$ sheaves and holonomic $\mathscr{D}_{X}$-modules

1.2.a. Constructible $\overline{\mathbb{Q}}_{\ell}$ sheaves. Let $\ell$ be a prime number $\neq p$. We now work with $\overline{\mathbb{Q}}_{\ell}$-valued functions instead of $\mathbb{Z}$-valued or $\mathbb{C}^{\times}$-valued functions. We have a push-forward morphism $f_{!}$(see [Lau87, (1.1.1)]) for such functions. The function $\operatorname{Sol}(f, p, t)$ is now replaced by $f_{!}\left(1_{\mathbb{A}_{\mathbb{F}}^{n}}\right)$.

Given a $\overline{\mathbb{Q}}_{\ell}$-sheaf $K$ on $\mathbb{A}_{\mathbb{F}^{p}}^{n}$, the function $t_{K}$ (trace of Frobenius on the germs of $K$ at geometric points of $\mathbb{A}_{\mathbb{F}^{p}}^{n}$ ) satisfies

$$
f_{!} t_{K}=t_{\boldsymbol{R} f_{!} K}
$$

Therefore, $f_{!}\left(1_{\mathbb{A}_{\mathbb{F}}^{n}}\right)$ can be regarded as the Frobenius trace function of $\boldsymbol{R} f_{!} \overline{\mathbb{Q}}_{\ell}$.
Now, the $\overline{\mathbb{Q}}_{\ell}$-analogue of the Fourier transform of $f_{!}\left(1_{\mathbb{A}_{\mathbb{F}}^{n}}\right)$, that is, of $\widehat{\operatorname{Sol}}(f, p, \bullet)$, is, up to sign (see [Lau87, Th. 1.2.1.2]) the Frobenius trace function of the FourierDeligne transform of $\boldsymbol{R} f_{!} \overline{\mathbb{Q}}_{\ell}$ with respect to the character $\psi_{p}$.

For this reason, one focuses on the properties of $\overline{\mathbb{Q}}_{\ell}$-sheaves on the affine line $\mathbb{A}_{\mathbb{F}_{p}}^{1}$, and their Fourier-Deligne transform.
1.2.b. Holonomic $\mathscr{D}$-modules. Let us come back to the setting of $\S 1.1 . b$. We denote by $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ the Weyl algebra in one variable, consisting of linear differential operators in one variable $t$ with polynomial coefficients.

Proposition 1. The distribution $f_{*}(\omega \wedge \bar{\omega})$ satisfies a differential equation (in the distributional sense) $P\left(t, \partial_{t}\right) f_{*}(\omega \wedge \bar{\omega})=0$ for some nonzero $P \in \mathbb{C}[t]\left\langle\partial_{t}\right\rangle$.

Proof. Let us recall the definition of Gauss-Manin system of $f: X_{0} \rightarrow \mathbb{A}^{1}$ and the Picard-Fuchs differential equation for $\omega$. Let $\tau$ be a new variable. Consider the twisted de Rham complex ( $\Omega_{X_{0}}^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f$ ), where $\Omega_{X_{0}}^{k}[\tau]$ is the sheaf of polynomials in the
new variable $\tau$ with coefficients in $\Omega_{X_{0}}^{k}$. The differential d: $\Omega_{X_{0}}^{k} \rightarrow \Omega_{X_{0}}^{k+1}$ gives rise to a twisted differential

$$
\nabla=\mathrm{d}-\tau \mathrm{d} f \wedge: \Omega_{X_{0}}^{k}[\tau] \longrightarrow \Omega_{X_{0}}^{k+1}[\tau]
$$

and it is easily checked that $(\mathrm{d}-\tau \mathrm{d} f \wedge)^{2}=0$, that is, $\left(\Omega^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f \wedge\right)$ is a complex.
Lemma 2. The following operations

$$
\begin{aligned}
\partial_{t} \cdot\left(\sum \eta_{i} \tau^{i}\right) & =\sum \eta_{i} \tau^{i+1} \\
t \cdot\left(\sum \eta_{i} \tau^{i}\right) & =\sum\left(f \eta_{i}-(i+1) \eta_{i+1}\right) \tau^{i}
\end{aligned}
$$

define an action of the Weyl algebra $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ on each $\Omega_{X_{0}}^{k}[\tau]$ which commutes with $\nabla$.

As a consequence, the cohomology modules $\mathscr{H}^{k}\left(\boldsymbol{R} f_{*}\left(\Omega_{X_{0}}^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f \wedge\right)\right)$ are equipped with the structure of a $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module. We denote them $\mathrm{GM}^{k}(f)$. The following is well-known (see [Bor87]).

Bernstein's theorem. Each non-zero element of $\mathrm{GM}^{k}(f)$ is annihilated by a non-zero element of $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$, i.e., each $\mathrm{GM}^{k}(f)$ is a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module.

Lemma 3. The algebraic form $\omega \in \Omega^{n}\left(X_{0}\right)$ defines a class $[\omega]$ in $\mathrm{GM}^{n}(f)$.
Proof. Let us choose an affine covering $\left(U_{i}\right)_{i \in I}$ of $X_{0}$ and realize $\boldsymbol{R} f_{*}\left(\Omega_{X_{0}}^{*}[\tau], \mathrm{d}-\tau \mathrm{d} f \wedge\right)$ as the simple complex attached to the double complex $\left(\Omega_{X_{0}}^{\circ}[\tau]\left(U_{J \subset I}\right), \mathrm{d}-\tau \mathrm{d} f \wedge, \delta\right)$, where $\delta$ is the Čech differential and $U_{J}=\bigcap_{i \in J} U_{i}$. Then $\omega$ has type ( $n, 0$ ) in this double complex, and both differentials vanish on $\omega$.

Let $P\left(t, \partial_{t}\right)$ the Picard-Fuchs operator of $\omega$, i.e., the nonzero operator of minimal degree in $\partial_{t}$ annihilating $[\omega]$, which exists according to Bernstein's theorem. The assertion of the proposition follows from the following claim: we have $P\left(t, \partial_{t}\right) f_{*}(\omega \wedge \bar{\omega})=0$.

We write $P=\sum_{i=0}^{d} \partial_{t}^{i} a_{i}(t)$ with $a_{i} \in \mathbb{C}[t]$. We will now work with the analytic Gauss-Manin system $\operatorname{GM}_{\mathrm{an}}^{n}(f)=\mathscr{H}^{n}\left(\boldsymbol{R} f_{*}\left(\Omega_{X_{0}^{*}}^{\mathrm{an}}[\tau], \mathrm{d}-\tau \mathrm{d} f \wedge\right)\right)$. It is computed by using the soft resolution $\left(\mathscr{A}_{X_{0}}^{\bullet}\right.$ an $\left.[\tau], \mathrm{d}-\tau \mathrm{d} f\right)$ of $\left(\Omega_{X_{0}^{\text {an }}}^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f\right)$, where $\mathscr{A}_{X_{0}}^{\bullet}$ denote the $C^{\infty}$ differential forms on $X_{0}^{\text {an }}$. We have $\mathrm{GM}_{\mathrm{an}}^{n}(f)=\mathscr{O}_{\mathbb{A}^{1}}^{\mathrm{an}} \otimes_{\mathscr{A}^{1}} \mathrm{GM}^{n}(f)$. Hence $\omega$ also defines a class in $\mathrm{GM}_{\mathrm{an}}^{n}(f)$ and this class satisfies $P \cdot[\omega]=0$.

Firstly, given $(n-1,0)$-form $\eta$ and a $(0, n)$-form $\psi$ (both $C^{\infty}$ ), Stokes formula

$$
\int_{X_{0}} d(\varphi \circ f \cdot \eta \wedge \psi)=0, \quad \forall \varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{A}^{1}\right)
$$

reads

$$
-\int\left(\partial_{t} \varphi \circ f\right) \mathrm{d} f \wedge \eta \wedge \bar{\psi}=\int(\varphi \circ f) \mathrm{d} \eta \wedge \psi, \quad \forall \varphi \in C_{\mathrm{c}}^{\infty}\left(\mathbb{A}^{1}\right)
$$

that is,

$$
\begin{equation*}
\partial_{t} f_{*}(d f \wedge \eta \wedge \bar{\psi})=f_{*}(d \eta \wedge \bar{\psi}) \tag{4}
\end{equation*}
$$

The relation $P \cdot[\omega]=0$ means that $\sum_{i=0}^{d} a_{i} \circ f \omega \tau^{i} \in(\mathrm{~d}-\tau \mathrm{d} f) \mathscr{A}_{X_{0}^{\text {an }}}^{n-1}[\tau]$, i.e., there exists $k \geqslant 0$ and $\eta_{0}, \ldots, \eta_{d+k} \in \mathscr{A}_{X_{0}^{\text {an }}}^{n-1}$ such that

$$
\left\{\begin{align*}
& a_{0} \circ f \cdot \omega=\mathrm{d} \eta_{0}  \tag{5}\\
& \vdots \\
& a_{d} \circ f \cdot \omega=\mathrm{d} \eta_{d}-\mathrm{d} f \wedge \eta_{d-1} \\
& 0=\mathrm{d} \eta_{d+1}-\mathrm{d} f \wedge \eta_{d} \\
& \vdots \\
& 0=\mathrm{d} \eta_{d+k}-\mathrm{d} f \wedge \eta_{d+k-1} \\
& 0=-\mathrm{d} f \wedge \eta_{d+k}
\end{align*}\right.
$$

Then, by using (4), the equations $d+1, \ldots, d+k+1$ in (5) give $f_{*}\left(\mathrm{~d} \eta_{d} \wedge \bar{\omega}\right)=0$, and the $d$ th one gives $a_{d}(t) f_{*}(\omega \wedge \bar{\omega})+f_{*}\left(\mathrm{~d} f \wedge \eta_{d-1} \wedge \bar{\omega}\right)=0$. Applying $\partial_{t}$ on the left and using the $(d-1)$ st equation gives $\left(\partial_{t} a_{d}(t)+a_{d-1}(t)\right) f_{*}(\omega \wedge \bar{\omega})+f_{*}\left(\mathrm{~d} f \wedge \eta_{d-2} \wedge \bar{\omega}\right)=0$. Continuing the use of (5) actually gives $P\left(t, \partial_{t}\right) f_{*}(\omega \wedge \bar{\omega})=0$.

The Fourier transform $F_{t}\left(f_{*}(\omega \wedge \bar{\omega})\right)$ satisfies therefore the differential equation

$$
{ }^{F} P\left(\tau, \partial_{\tau}\right) F_{t}\left(f_{*}(\omega \wedge \bar{\omega})\right)=0
$$

with ${ }^{F} P\left(\tau, \partial_{\tau}\right)=\sum_{i}(-\tau)^{i} a_{i}\left(\partial_{\tau}\right)$. In other words, $f_{*}(\omega \wedge \bar{\omega})$ is a distribution solution of the holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle /(P)$ and $F_{t} f_{*}(\omega \wedge \bar{\omega})$ is a distribution solution of the holonomic $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$-module $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle /\left({ }^{F} P\right)$.

We will now focus on the properties of holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-modules.

### 1.3. Fourier-Deligne transformation of $\overline{\mathbb{Q}}_{\ell}$-sheaves and Fourier-Laplace transformation of holonomic $\mathscr{D}_{X}$-modules

1.3.a. Fourier-Deligne transformation of $\overline{\mathbb{Q}}_{\ell}$-sheaves. In his introduction to [DMR07], Deligne writes (approximate translation from the French):

Around 1970, I was considering vector bundles with irregular singularity as being "pathological". I changed my mind only after having assimilated the analogy between the bundle $(\mathscr{O}, \mathrm{d}+\mathrm{d} x)$ on the line, with horizontal section $\exp (-x)$, and the $\ell$-adic sheaves $\mathscr{L}(\psi)$ deduced from the ArtinSchreier coverings, on the line in characteristic $p$. The natural question became: What does the $\ell$-adic theory suggests for holonomic $\mathscr{D}$-modules with possibly irregular singularities - or some of them.
The Fourier-Deligne transformation follows this analogy between exp and ArtinSchreier coverings. The Artin-Schreier covering $x^{p}-x=t$ of the affine line $\mathbb{A}_{\mathbb{F}_{p}}^{1}$ with coordinate $t$ produces a lisse $\overline{\mathbb{Q}}_{\ell}$-sheaf $\mathscr{L}_{\psi}$ for each non-trivial additive character
$\psi: \mathbb{F}_{p} \rightarrow \overline{\mathbb{Q}}_{\ell}$. On $\mathbb{A}_{\mathbb{F}_{p}}^{1} \times \widehat{\mathbb{A}}_{\mathbb{F}_{p}}^{1}$ consider the morphism $\mu(t, \tau)=t \tau$ and the pull-back $\overline{\mathbb{Q}}_{\ell}$-sheaf $\mu^{*} \mathscr{L}_{\psi}$. Consider then the diagram


The $\psi$-Fourier-Deligne transform of a $\overline{\mathbb{Q}}_{\ell}$-sheaf $F$ on $\mathbb{A}_{\mathbb{F}_{p}}^{1}$ is

$$
\mathscr{F}_{!, \psi}(F)=\boldsymbol{R} \widehat{\pi}\left(\boldsymbol{L} \pi^{*} F \otimes \mu^{*} \mathscr{L}_{\psi}\right)[1] .
$$

There is also a variant $\mathscr{F}_{*, \psi}$. Various properties are proved in [Lau87], in particular $\mathscr{F}_{*, \psi}=\mathscr{F}_{!, \psi}$, a Fourier inversion formula and a formula for the commutation with duality.
1.3.b. Fourier-Laplace transformation of holonomic $\mathscr{D}_{X}$-modules. Let $M$ be a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module (i.e., $M$ is a left $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module such that each element is annihilated by some nonzero operator in $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ ), that we also regard as a sheaf of holonomic modules over the sheaf $\mathscr{D}_{\mathbb{A}^{1}}$ of algebraic differential operators on the affine line $\mathbb{A}^{1}$ (with its Zariski topology). Its Laplace transform ${ }^{F} M$ (also called the Fourier transform) is a holonomic $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$-module, where $\tau$ is a new variable. Recall that ${ }^{F} M$ can be defined in various equivalent ways. We consider below the Laplace transform with kernel $e^{t \tau}$, and a similar description can be made for the inverse Laplace transform, which has kernel $e^{-t \tau}$.
(1) The simplest way to define ${ }^{F} M$ is to set ${ }^{F} M=M$ as a $\mathbb{C}$-vector space and to define the action of $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$ in such a way that $\tau$ acts as $-\partial_{t}$ and $\partial_{\tau}$ as $t$ (this is modeled on the behaviour of the action of differential operators under Fourier transform of temperate distributions). As already remarked, if $M=\mathbb{C}[t]\left\langle\partial_{t}\right\rangle /(P)$, then ${ }^{F} M=\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle /\left({ }^{F} P\right)$.
(2) One can mimic the Laplace integral formula, replacing the integral by the direct image of $\mathscr{D}$-modules. We consider the diagram

where $t$ is the coordinate on $\mathbb{A}^{1}$ and $\tau$ that on $\widehat{\mathbb{A}}^{1}$. Then ${ }^{F} M=\widehat{\pi}_{+}\left(\pi^{+} M \otimes E^{t \tau}\right)$, where $E^{t \tau}$ is $\mathbb{C}[t, \tau]$ equipped with the connection $\mathrm{d}+\mathrm{d}(t \tau)$, and $\pi^{+} M$ is $\mathbb{C}[\tau] \otimes_{\mathbb{C}} M$ equipped with its natural connection. Recall also that $\widehat{\pi}_{+}$is the direct image of $\mathscr{D}$-modules, which is defined here in a simple way: $\widehat{\pi}_{+}\left(\pi^{+} M \otimes E^{t \tau}\right)$ is the complex

$$
0 \longrightarrow\left(\pi^{+} M \otimes E^{t \tau}\right) \xrightarrow{\partial_{t}}\left(\pi^{+} M \otimes E^{t \tau}\right) \longrightarrow 0
$$

where the source of $\partial_{t}$ is in degree -1 and the target in degree 0 . More concretely, this complex is written

$$
0 \longrightarrow \mathbb{C}[\tau] \otimes_{\mathbb{C}} M \xrightarrow{1 \otimes \partial_{t}+\tau \otimes 1} \mathbb{C}[\tau] \otimes_{\mathbb{C}} M \longrightarrow 0
$$

and one checks that the differential is injective, so that the complex is quasi-isomorphic to its cokernel. This complex is in the category of $\mathbb{C}[\tau]$-modules, and is equipped with an action of $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$, if $\partial_{\tau}$ acts as $\partial_{\tau} \otimes 1+1 \otimes t$. The map $\mathbb{C}[\tau] \otimes_{\mathbb{C}} M \rightarrow M$ sending $\tau^{k} \otimes m$ to $\left(-\partial_{t}\right)^{k} m$ identifies the cokernel with ${ }^{F} M$ as defined in (1).
(3) It may be useful to work with proper maps. In order to do so, one has to consider the projective completion $\mathbb{P}^{1}$ of $\mathbb{A}^{1}$ (resp. $\widehat{\mathbb{P}}^{1}$ of $\widehat{\mathbb{A}}^{1}$ ) obtained by adding the point $\infty$ to $\mathbb{A}^{1}$ (resp. the point $\widehat{\infty}$ to $\widehat{\mathbb{A}}^{1}$ ). In the following, we shall denote by $t^{\prime}$ (resp. $\tau^{\prime}$ ) the coordinate centered at $\infty$ (resp. $\widehat{\infty}$ ), so that $t^{\prime}=1 / t$ (resp. $\tau^{\prime}=1 / \tau$ ) on $\mathbb{A}^{1} \backslash\{0\}$ (resp. on $\widehat{\mathbb{A}}^{1} \backslash\{\hat{0}\}$ ). We consider the diagram


Let $\mathscr{M}$ (resp. $\mathscr{H}^{M}$ ) be the algebraic $\mathscr{D}_{\mathbb{P}^{1}}$-module (resp. $\mathscr{D}_{\widehat{\mathbb{P}^{1}}}$-module) determined by $M$ (resp. $\left.{ }^{F} M\right)$ : it satisfies by definition $\mathscr{M}=\mathscr{O}_{\mathbb{P}^{1}}(* \infty) \otimes_{\mathscr{O}_{\mathbb{P}^{1}}} \mathscr{M}$ and $M=\Gamma\left(\mathbb{P}^{1}, \mathscr{M}\right)$ (and similarly for ${ }^{F} M$ ). It is known that $\mathscr{M}$ (resp. ${ }^{F} \mathscr{M}$ ) is still holonomic. Applying a similar construction to $E^{t \tau}$ we get $\mathscr{E}^{t \tau}$ on $\mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1}$, which is a free $\mathscr{O}_{\mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1}}\left(*\left(D_{\infty} \cup D_{\widehat{\infty}}\right)\right)$ module of rank one, with $D_{\infty} \cup D_{\widehat{\infty}}=\mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1} \backslash\left(\mathbb{A}^{1} \times \widehat{\mathbb{A}}^{1}\right)$. Then we have

$$
\begin{equation*}
F_{\mathscr{M}}=\mathscr{H}^{0} \widehat{\pi}_{+}\left(\pi^{+} \mathscr{M} \otimes \mathscr{E}^{t \tau}\right) \tag{7}
\end{equation*}
$$

Remark 8. The identification $\mathscr{F}_{!, \psi}=\mathscr{F}_{*, \psi}$ for $\overline{\mathbb{Q}}_{\ell}$-sheaves is translated here by replacing $\widehat{\pi}_{+}$with the direct image of $\mathscr{D}$-modules with proper support $\pi_{\dagger}$, or equivalently, the conjugate of $\pi_{+}$by duality. The identification comes then from the observation that, if $\mathscr{N}$ is any holonomic $\mathscr{D}_{\mathbb{P}^{1}}$-module supported at $\infty$, then ${ }^{F} \mathscr{N}=0$. This is because already $\pi^{+} \mathscr{N} \otimes \mathscr{E}^{t \tau}=0$, since $\pi^{+} \mathscr{N} \otimes \mathscr{O}_{\mathbb{P}^{1} \times \widehat{\mathbb{P}}^{1}}\left(* D_{\infty}\right)=0$.

## LECTURE 2

## MICROLOCAL ASPECTS OF THE FOURIER TRANSFORMATION

### 2.1. Introduction

2.1.a. The stationary phase formula. Let us consider the setting of §1.1.b. The Fourier transform $F_{t} f_{*}(\omega \wedge \bar{\omega})$ is a continuous function on $\widehat{\mathbb{A}^{1}}$, which is at the same time a temperate distribution, hence has moderate growth as well as all its derivatives when $|\tau| \rightarrow \infty$. However, it is rapidly oscillating and the stationary phase formula gives information on the speed of oscillation. It expresses this function as a superposition of functions $e^{2 i \operatorname{Im}(c \tau)}$ with coefficients having non-oscillating phases, where $c \in \mathbb{C}$ varies among the critical values of $f$. In other words, the stationary points of the phase $f$, i.e., the critical points of $f$, in the Fourier integral $\int e^{\tau f-\overline{\tau f}} \omega \wedge \bar{\omega}$ give the speed of oscillation of the integral.

This stationary phase formula can be obtained by analyzing the differential equation satisfied by the Fourier integral when $|\tau| \rightarrow \infty$. Our point of view will be to describe the formal structure at $\tau=\infty$ of the Fourier transform ${ }^{F} M$ of the GaussManin system $M$ attached to $f$. For $P$ as in Proposition 1, the $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $M=\mathbb{C}[t]\left\langle\partial_{t}\right\rangle / \mathbb{C}[t]\left\langle\partial_{t}\right\rangle \cdot P$ is regular, by the regularity theorem of Griffiths. Assume more generally that $M$ is any regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module, i.e., regular at finite distance and at infinity.

Under this assumption, the following is well-known (see e.g. [Ma191] for the results and the definition of the vanishing cycle functor):
(a) The Laplace transform ${ }^{F} M$ is holonomic, has a regular singularity at the origin $\tau=0$, no other singularity at finite distance, and possibly irregular at infinity.
(b) The formal structure of ${ }^{F} M$ at infinity can be described exactly from the vanishing cycles of $M$ (or of $\mathrm{DR}^{\text {an }} M$ ) at its critical points at finite distance. More precisely, denoting by $\widehat{F_{M}}$ the formalized connection at $\widehat{\infty}$, we have a decomposition $\widehat{F \mathscr{M}} \simeq \bigoplus_{c}\left(R_{c}, \nabla+\mathrm{d}\left(c / \tau^{\prime}\right)\right)$, where the sum is taken over the singular points $c \in \mathbb{A}^{1}$ of $M$, and $\left(R_{c}, \nabla\right)$ is a regular formal meromorphic connection corresponding in a one-to-one way to the data of the vanishing cycles of the perverse sheaf $\mathrm{DR}^{\text {an }} M$ at $c$.

The purpose of this lecture is to generalize this stationary phase formula to arbitrary singularities of $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-modules. This is justified by the following observation. Although the Gauss-Manin system $M$ as above has regular singularities only, so that the only rapidly oscillating phenomena are created by $|\tau| \rightarrow \infty$, other examples may produce such rapid oscillation for finite values of $\tau$. For example, if $g$ is another meromorphic function on $X$, one can consider integrals like

$$
\int_{X_{1}} e^{(\tau f+g)-\overline{(\tau f+g)}} \omega \wedge \bar{\omega}, \quad X_{1}=f^{-1}\left(\mathbb{A}^{1}\right) \cap g^{-1}\left(\mathbb{A}^{1}\right)
$$

2.1.b. Local Fourier transformation. In [Lau87], Laumon defines the local Fourier transform of $\overline{\mathbb{Q}}_{\ell}$-sheaves by using the vanishing cycle functor for the purpose of proving a product formula for the determinant of the cohomology of such a sheaf in terms of local data.

The questions considered in $[\mathbf{L a u 8 7}]$ can also be considered in the frame of holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-modules as follows. Let $M$ be a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module with arbitrary singularities. Let ${ }^{F} M$ be its Laplace transform. For each $\widehat{c} \in \widehat{\mathbb{A}}^{1} \cup\{\widehat{\infty}\}$, set $\tau_{\widehat{c}}=\tau-\widehat{c}(\widehat{c} \neq \widehat{\infty})$ and $\tau_{\widehat{\infty}}=1 / \tau$. We ask the following questions:
(1) To determine the singular points $\widehat{c} \in \widehat{\mathbb{A}^{1}} \cup\{\widehat{\infty}\}$ of ${ }^{F} M$.
(2) To show that $\mathbb{C} \llbracket \tau_{\bar{c}} \rrbracket \otimes_{\mathbb{C}\left[\tau_{\bar{c}}\right]} F_{M}$ as a $\mathbb{C} \llbracket \tau_{\widehat{c}} \rrbracket\left\langle\partial_{\tau_{\widehat{c}}}\right\rangle$-module only depends on the various $\mathbb{C} \llbracket t_{c} \rrbracket \otimes_{\mathbb{C}\left[t_{c}\right]} M$, when $c$ varies in the finite set of singular points of $M$ (including $\infty$ ).

A natural question is then to make precise (2) above:
(3) To compute $\mathbb{C}\left(\left(\tau_{\widehat{c}}\right)\right) \otimes{ }^{F} M$ as a $\mathbb{C}\left(\left(\tau_{\widehat{c}}\right)\right)$-vector space with a connection, or equivalently as a $\mathbb{C} \llbracket \tau_{\widehat{c}} \rrbracket\left\langle\partial_{\tau_{\hat{c}}}\right\rangle$-module, in terms of the various $\mathbb{C} \llbracket t_{c} \rrbracket \otimes_{\mathbb{C}\left[t_{c}\right]} M$.

### 2.2. Local Fourier transformation and microlocalization

2.2.a. Definition of the Local Fourier transformation. Let $M$ be a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module. It defines a $\mathscr{D}_{\mathbb{P}^{1}}$-module $j_{+} M\left(j: \mathbb{A}_{t}^{1} \hookrightarrow \mathbb{P}^{1}\right)$. For each $c \in \mathbb{P}^{1}$, we denote by $\widehat{\mathscr{M}_{c}}$ the formalization $\mathbb{C} \llbracket t_{c} \rrbracket \otimes_{\mathscr{O}_{1}, c} j_{+} M$ (with the above convention for $t_{\infty}$ ). The ring $\mathscr{E}^{(c, \infty)}$ of formal microdifferential operators at $c$. Let $c \in \mathbb{A}^{1}$. The ring $\mathscr{E}^{(c, \infty)}$ is the vector space of formal sums

$$
\sum_{i \leqslant r} a_{i}\left(t_{c}\right) \eta^{i}, \quad a_{i}\left(t_{c}\right) \in \mathbb{C} \llbracket t_{c} \rrbracket, r \in \mathbb{Z}
$$

For $P, Q \in \mathscr{E}^{(c, \infty)}$, the product is defined by the formula

$$
P \cdot Q=\sum_{\alpha \geqslant 0} \frac{1}{\alpha!} \partial_{\eta}^{\alpha} P \partial_{t_{c}}^{\alpha} Q \in \mathscr{E}^{(c, \infty)}
$$

It makes $\mathscr{E}^{(c, \infty)}$ a ring, filtered with respect to the degree in $\eta$. One has morphism of $\mathbb{C}$-algebras given by

$$
\mathbb{C}[t]\left\langle\partial_{t}\right\rangle \longrightarrow \mathscr{E}^{(c, \infty)}, \quad t \longmapsto t_{c}+c, \quad \partial_{t} \longmapsto \eta
$$

which endows $\mathscr{E}^{(c, \infty)}$ with a structure of left-right $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-bimodule. Note that $\partial_{t}$ acts in an invertible way on both sides on $\mathscr{E}(c, \infty)$ and thus $\mathscr{E}(c, \infty)$ is a left-right $\mathbb{C}\left[t_{c}\right]\left\langle\partial_{t}, \partial_{t}^{-1}\right\rangle$-module. It is also a left-right $\mathbb{C} \llbracket t_{c} \rrbracket\left\langle\partial_{t}, \partial_{t}^{-1}\right\rangle$-module

Let $M$ be a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module. Its formal microlocalization at $c \in \mathbb{A}^{1}$ is $\mathscr{E}(c, \infty) \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} M$. It comes equipped with an action of $\mathbb{C}\left(\left(\tau_{\widehat{\infty}}\right)\right)$ : this is the left action by $\mathbb{C}\left(\left(\eta^{-1}\right)\right)$. As such, it is known that it is a finite dimensional $\mathbb{C}\left(\left(\tau_{\widehat{\infty}}\right)\right)$-vector space, the dimension of which is the dimension of the moderate vanishing cycles of $M$ at $c$ (see [Mal91] and Lecture 4). On the other hand, it also has an action of $\partial_{\tau_{\bar{\infty}}}$ defined so that

$$
\begin{equation*}
\partial_{\tau_{\bar{\infty}}}(P \otimes m)=\partial_{\eta^{-1}} P \otimes m+\eta^{2} P \otimes t m \tag{1}
\end{equation*}
$$

This makes $\mathscr{E}(c, \infty) \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} M$ a finite dimensional $\mathbb{C}\left(\left(\tau_{\widehat{\infty}}\right)\right)$-vector space with connection. Note that $\mathscr{E}^{(c, \infty)} \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} M=\mathscr{E}^{(c, \infty)} \otimes_{\mathbb{C} \llbracket t_{c} \rrbracket\left\langle\partial_{t_{c}}\right\rangle} \widehat{\mathscr{M}}_{c}$ only depends on the formalized module $\widehat{\mathscr{M}_{c}}:=\mathbb{C} \llbracket t_{c} \rrbracket\left\langle\partial_{t_{c}}\right\rangle \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} M$. This is $\mathscr{F}(c, \infty)\left(\widehat{\mathscr{M}_{c}}\right)$.
The ring $\mathscr{E}(\infty, \infty)$. We denote by $\mathscr{E}(\infty, \infty)$ the set of formal sums

$$
\sum_{i \leqslant r} a_{i}\left(t_{\infty}\right) \eta^{i}, \quad a_{i}\left(t_{\infty}\right) \in \mathbb{C} \llbracket t_{\infty} \rrbracket, r \in \mathbb{Z}
$$

If $P, Q \in \mathscr{E}(\infty, \infty)$, the product is given by

$$
P * Q=\sum_{\alpha \geqslant 0} \frac{1}{\alpha!} \partial_{\eta}^{\alpha} P \cdot \partial_{t}^{\alpha} Q
$$

where $\partial_{t}$ acts on $\mathbb{C} \llbracket t_{\infty} \rrbracket$ as $-t_{\infty}^{2} \partial_{t_{\infty}}$. Similarly, $\mathscr{E}(\infty, \infty)$ is a filtered ring. One has a morphism of $\mathbb{C}$-algebras

$$
\mathbb{C}\left[t_{\infty}\right]\left\langle\partial_{t}\right\rangle \longrightarrow \mathscr{E}^{(\infty, \infty)} \quad t_{\infty} \longmapsto t_{\infty} \quad \partial_{t} \longmapsto \eta
$$

(notice that on the ring $\mathbb{C}\left[t_{\infty}\right]\left\langle\partial_{t}\right\rangle$, one has the relation $\left[\partial_{t}, t_{\infty}\right]=-t_{\infty}^{2}$ ). This morphism endows $\mathscr{E}(\infty, \infty)$ with a structure of left-right $\mathbb{C}\left[t_{\infty}\right]\left\langle\partial_{t}\right\rangle$-module and of left-right $\mathbb{C} \llbracket t_{\infty} \rrbracket\left\langle\partial_{t}\right\rangle$-module. The ring $\mathscr{E}(\infty, \infty)$ is a subring of the ring of formal microdifferential operators on $\mathbb{P}^{1}$ at $\infty$.

Given a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $M$, the module $\mathscr{E}(\infty, \infty) \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} j_{+} M=$
 above, and is a finite dimensional $\mathbb{C}\left(\left(\tau_{\widehat{\infty}}\right)\right)$-vector space as such. It has a connection defined by Formula (1). This is $\mathscr{F}(\infty, \infty)\left(\widehat{\mathscr{M}}_{\infty}\right)$.

Theorem 2 (R. García López [GL04]). Let $M$ be a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module, and let ${ }^{F} M$ be its Laplace transform, with associated formalized module $\widehat{F_{M}} \widehat{\infty}$ at $\tau=\widehat{\infty}$. Then the natural morphism

$$
\begin{gathered}
\widehat{F M}_{\widehat{\infty}}=\mathbb{C}\left(\left(\tau_{\widehat{\infty}}\right)\right) \otimes_{\mathbb{C}[\tau]} F_{M} \longrightarrow \bigoplus_{c \in \mathbb{P}^{1}} \mathscr{E}^{(c, \infty)} \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} j_{+} M=\bigoplus_{c \in \mathbb{P}^{1}} \mathscr{F}^{(c, \infty)}\left(\widehat{\mathscr{M}_{c}}\right) \\
\varphi\left(\tau_{\widehat{\infty}}\right) \otimes m \longmapsto \bigoplus_{c} \varphi\left(\eta^{-1}\right) \otimes m
\end{gathered}
$$

is an isomorphism of $\mathbb{C}\left(\left(\tau_{\widehat{\infty}}\right)\right)$-vector spaces with connection.
2.2.b. Local formal structure of a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module. We will apply the next result to $\widehat{\mathbb{M}_{c}}$ for each $c \in \mathbb{P}^{1}$. Ten the coordinate is $t_{c}$. It can also be applied to $\widehat{F M}_{\widehat{c}}$ for $\widehat{c} \in \widehat{\mathbb{P}}^{1}$, and then $x=\tau_{\widehat{c}}$.

Theorem 3 (Levelt-Turrittin). Let $\widehat{\mathbb{M}}$ be a holonomic $\mathbb{C} \llbracket x \rrbracket\left\langle\partial_{x}\right\rangle$-module. Then:
(1) $\widehat{\mathscr{M}}$ decomposes as the direct sum $\widehat{\mathscr{M}}=\bigoplus_{\lambda \in \mathbb{Q}_{+}} \widehat{\mathscr{M}}^{(\lambda)}$, where $\widehat{\mathbb{M}}^{(\lambda)}$ has pure slope $\lambda$ (pure slope 0 means regular singularity).
(2) This decomposition can be refined, for $\lambda=q / p \neq 0$, as

$$
\widehat{\mathscr{M}}^{(\lambda)}=\bigoplus_{\substack{\left.\left.\rho \in u \mathbb{C} \llbracket u \rrbracket \operatorname{val}_{u}(\rho)=p \\ \varphi \in \mathbb{C}(u)\right) / \mathbb{C} \llbracket u\right]\left(\operatorname{val}_{u}(\varphi)=-q \\(R, \nabla)\right. \text { reg. sing. }}} \operatorname{El}(\rho, \varphi,(R, \nabla)),
$$

where $\operatorname{El}(\rho, \varphi,(R, \nabla))=\rho_{+}(R, \nabla+d \varphi)$.

## 2.2.c. Slope correspondence.



## 2.2.d. Stationary phase formula.

Theorem 4 (Fang [Fan09], C.S. [Sab08], Graham-Squire ). For any elementary $\mathbb{C}((x))$ vector space $\mathrm{El}(\rho, \varphi,(R, \nabla)$ ) with irregular connection (i.e., such that $\varphi \neq 0$ ), the local Fourier transform $\mathscr{F}_{ \pm}^{(0, \infty)} \operatorname{El}(\rho, \varphi,(R, \nabla))$ is isomorphic to the elementary finite dimensional $\mathbb{C}((x))$-vector space with connection $\operatorname{El}\left(\widehat{\rho}_{ \pm}, \widehat{\varphi},(\widehat{R}, \widehat{\nabla})\right)$ with (setting $L_{q}=$ $\left.\left(\mathbb{C}((u)), d-\frac{q}{2} \frac{d u}{u}\right)\right)$

$$
\widehat{\rho}_{ \pm}(u)=\mp \frac{\rho^{\prime}(u)}{\varphi^{\prime}(u)}, \quad \widehat{\varphi}(u)=\varphi(u)-\frac{\rho(u)}{\rho^{\prime}(u)} \varphi^{\prime}(u), \quad \widehat{R} \simeq R \otimes L_{q} .
$$

Remark 5. There are similar formulas for $\mathscr{F}^{(c, \infty)}, c \in \mathbb{P}^{1}$.

### 2.3. Slopes and characteristic varieties (Abbes-Saito)

The theorem of Levelt-Turrittin does not have an analogue in the $\ell$-adic setting. Nevertheless, for a $\overline{\mathbb{Q}}_{\ell}$-sheaf on the affine line $\mathbb{A}_{\mathbb{F}_{p}}^{1}$ (for example), Abbes and Saito propose a construction to produce the analogues of the principal parts of the polar parts $\varphi$ occurring in the Levelt-Turrittin decomposition at $x=0$ (say).

In a work in progress, J.-B. Teyssier (École polytechnique) intends to produce a similar construction for holonomic $\mathscr{D}$-modules and to prove that it produces exactly the principal parts of the polar parts $\varphi$ occurring in the Levelt-Turrittin decomposition. In this simplified setting, the information given is that of the micro-characteristic varieties at the origin, as defined by Y. Laurent (see [Lau04]).

## LECTURE 3

## PURITY (1): PUNCTUAL PURITY

### 3.1. Punctual purity in arithmetic

Recall $([\mathbf{D e l 8 0}])$ that an number in $\overline{\mathbb{Q}}_{\ell}$ is pure of weight $w$ relative to $q=p^{k}$ if it is algebraic and all its complex conjugates have absolute value equal to $q^{w / 2}$.

Given a $\overline{\mathbb{Q}}_{\ell}$-sheaf $F$ on $\mathbb{A}_{\mathbb{F}_{p}}^{1}$, one says that it is punctually pure of weight $w$ if the eigenvalues of the Frobenius automorphism acting on the geometric fibre of $F$ at each $x \in \mathbb{A}_{\mathbb{F}_{p}}^{1}$ are pure of weight $w$ relative to $q=p^{\operatorname{deg} x}$.

There is a similar notion of purity for complexes and for perverse sheaves. The fundamental theorem which will serve us as a guide is stated and proved in $[\mathbf{K L 8 5}]$ (Th. 2.2.1 and Scholie 2.3.1), that we only consider in the present simple setting.

Theorem 1 (Katz-Laumon). Let $K$ be a perverse object of $D_{c}^{b}\left(\overline{\mathbb{Q}}_{\ell}\right)$ and let $\widehat{U} \subset \widehat{\mathbb{A}}_{\mathbb{F}_{p}}^{1}$ be an open set over which the cohomology sheaves of $\mathscr{F}_{\psi} K$ are lisses. Then $\mathscr{H}^{j} \mathscr{F}_{\psi} K=0$ for $j \neq-1$ and, if $K$ is pure of weight $w$, then $\mathscr{H}^{-1}\left(\mathscr{F}_{\psi} K\right)_{\mid \widehat{U}}$ is pure of weight $w$.

In loc. cit., (7.3.3.3), Katz and Laumon add the following:
We would like to be able to formulate and to prove a similar statement for $\mathscr{D}$-modules, the notion of purity being understood in the sense of Hodge theory.

### 3.2. Purity in the sense of Hodge theory

In complex algebraic geometry, the standard analogue of the notion of pure lisse sheaf is that of a variation of polarized $\mathbb{Q}$-Hodge structure. Below, we will only consider variations of complex Hodge structures, due to the lack of time.
3.2.a. Variations of Hodge structures and their limits. Let $V$ be a holomorphic vector bundle on a complex manifold $X$, equipped with a flat holomorphic connection $\nabla: V \rightarrow \Omega_{X}^{1} \otimes V$. Let $\mathscr{V}=\operatorname{ker} \nabla$ the associated locally constant sheaf of $\mathbb{C}$-vector spaces, so that $V \simeq \mathscr{O}_{X} \otimes_{\mathbb{C}} \mathscr{V}$, and let $(H, \nabla+\bar{\partial})$ the associated $C^{\infty}$-bundle,
so that $V=\operatorname{ker} \bar{\partial}: H \rightarrow \mathscr{A}_{X}^{(0,1)} \otimes H$. A variation of complex Hodge structure of weight $w$ consists of a grading $H=\bigoplus_{p} H^{p, w-p}$ by $C^{\infty}$ sub-bundles such that, for each $p$,
(1) $F^{p} H:=\bigoplus_{p^{\prime} \geqslant p} H^{p, w-p}$ is stable by $\bar{\partial}$ and defines a holomorphic sub-bundle $F^{p} V \subset V$,
(2) (Griffiths transversality) $\nabla F^{p} V \subset \Omega_{X}^{1} \otimes F^{p-1} V$.

Giving the decomposition is equivalent to giving the semi-simple operator $\mathscr{Q}$ on $H$ with constant half integral eigenvalues, whose eigenspace corresponding to $p-w / 2$ is $H^{p, w-p}$.

A polarization of a variation of complex Hodge structure is a $(\nabla+\bar{\partial})$-horizontal non-degenerate $(-1)^{w}$-Hermitian pairing $k$ on $H$, or equivalently a non-degenerate $(-1)^{w}$-Hermitian pairing $k$ on $\mathscr{V}$, so that $h(u, v):=k\left(e^{\pi i \mathscr{Q}} u, v\right)$ is a polarization at each $x \in X$, that is, $h$ is a Hermitian metric on $H$.

Example 2. Let $f: X \rightarrow Y$ be a smooth projective morphism between complex varieties equipped with a relative ample line bundle. Then the primitive cohomology $H_{\text {prim }}^{k}\left(f^{-1}(y), \mathbb{C}\right)(k \leqslant \operatorname{dim} X / Y)$ defines a variation of complex Hodge structure for which the polarization is defined from the Poincare duality pairing made Hermitian and the cup product by the Chern class of the ample line bundle.

Assume that $X$ is a disc, $X^{*}$ is the punctured disc, and set $j: X^{*} \hookrightarrow X$. Let $\left(V, \nabla, F^{\bullet} V, k\right)$ be a variation of polarized complex Hodge structure of weight $w$ on $X^{*}$.

Theorem 3 (Regularity theorem, Griffiths-Schmid). Under these assumptions, the subsheaf $\left(j_{*} V\right)^{\mathrm{lb}}$ of $j_{*} V$, consisting of local sections whose $h$-norm is locally bounded near the origin, is a locally free sheaf on which the connection $\nabla$ has at most a simple pole. Moreover, for each $p, j_{*} F^{p} V \cap\left(j_{*} V\right)^{\mathrm{lb}}$ (intersection taken in $j_{*} V$ ) is a locally free sheaf.
3.2.b. Construction of a family of vector bundles on $\mathbb{P}^{1}$. Let $\left(V, \nabla, F^{\bullet} V, k\right)$ be a variation of polarized Hodge structure of weight $w$ on $X=\mathbb{A}^{1 \text { an }} \backslash\left\{c_{1}, \ldots, c_{r}\right\}$. In order to have simple formulas, we will assume that the weight $w$ is equal to 0 .

To $\left(V, F^{\bullet} V\right)$ we associate a holomorphic vector bundle on $X \times \mathbb{C}$, where $\mathbb{C}$ comes equipped with a fixed variable $z$. This is the holomorphic bundle associate to the Rees module $R_{F} V:=\bigoplus_{p} F^{p} V \cdot z^{-p}$, which is a locally free $\mathscr{O}_{X}[z]$-module.

We will regard $\mathbb{P}^{1}$ as the union of the chart $\mathbb{C}_{z}$ with coordinate $z$ and the chart $\mathbb{C}_{z^{\prime}}$ with coordinate $z^{\prime}$, with $z^{\prime}=1 / z$ on $\mathbb{C}^{*}$. Let $\sigma: \mathbb{P}^{1} \rightarrow \overline{\mathbb{P}}^{1}$ be the anti-holomorphic involution defined by $z \mapsto-1 / \bar{z}$. It sends the firs chart to the conjugate of the second chart.

Given a holomorphic vector bundle $\mathscr{H}$ on $X \times \mathbb{C}_{z}$, we obtain a holomorphic vector bundle $\sigma^{*} \overline{\mathscr{H}}$ on $\bar{X} \times \mathbb{C}_{z^{\prime}}$ (where $\bar{X}$ is the conjugate complex manifold).

The $\nabla$-horizontal pairing $k$ induces a pairing

$$
R_{F} k\left(\sum_{p} v_{p} z^{-p}, \sum_{q} \sigma^{*} \overline{v_{q} z^{-q}}\right)=\sum_{p, q}(-1)^{q} k\left(v_{p}, \bar{v}_{q}\right) z^{q-p},
$$

that we restrict to $\mathbf{S}=\{|z|=1\}$ and we regard as taking values in the sheaf-theoretic restriction to $X \times \mathbf{S}$ of $\mathscr{C}_{X \times \mathbb{C}^{*}}^{\infty, \text {,an }}$. We will set $\mathscr{H}=\mathscr{O}_{X \times \mathbb{C}} \otimes_{\mathscr{O}_{X}[z]} R_{F} V$.

Lemma 4. The pairing $\mathscr{C}: \mathscr{H}_{\mathbf{S}} \otimes \sigma^{*} \overline{\mathscr{H}}_{\mid \mathbf{S}} \rightarrow \mathscr{C}_{X \times \mathbf{S}}^{\infty, \text { an }}$ induces a gluing $\mathscr{H}_{\mid \mathbf{S}}^{\vee} \simeq \sigma^{*} \overline{\mathscr{H}}_{\mid \mathbf{S}}$. The corresponding $C^{\infty}$ family of holomorphic vector bundles on $\mathbb{P}^{1}$ parametrized by $X$ is a family of trivializable vector bundles.

Proof. This follows from the opposedness condition for the Hodge filtration and its conjugate, and the $k$-orthogonality of the Hodge decomposition.
3.2.c. Extension of the Hodge data. Let $(V, \nabla)$ be a holomorphic bundle with connection on $\mathbb{A}^{\text {an }} \backslash\left\{c_{1}, \ldots, c_{r}\right\}$. Setting $D=\left\{c_{1}, \ldots, c_{r}, \infty\right\}$, it extends in a unique way (Deligne's meromorphic extension) as a locally free $\mathscr{O}_{\mathbb{P}^{1}}(* D)$-module with a connection having a regular singularity at each point of $D$. It defines therefore an algebraic holonomic $\mathscr{D}_{\mathbb{P}^{1}}$-module $\widetilde{\mathscr{M}}$ and thus a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $\widetilde{M}$ with regular singularities. We will mainly consider the submodule $M$ of $\widetilde{M}$ which has no quotient module supported on $\left\{c_{1}, \ldots, c_{r}\right\}$ and which coincides with $\widetilde{M}$ when restricted to $\mathbb{A}^{1} \backslash\left\{c_{1}, \ldots, c_{r}\right\}(M$ is called the minimal or intermediate extension of $\widetilde{M})$.

The theorem of Griffiths-Schmid allows one to extend $F^{\bullet} V$ as a good filtration $F^{\bullet} M$ of $M$ (taken in a decreasing way). Moreover, the analysis mad by Schmid (see [Sch73]) of the behaviour of the metric $h$ in the neighbourhood of each singular point implies that the sesquilinear pairing $k$ extends as a $\mathscr{D}_{\mathbb{P}^{1}} \otimes_{\mathbb{C}} \mathscr{D}_{\overline{\mathbb{P}}^{1}}$-linear pairing on $\widetilde{M}$ with values in moderate distributions on $\mathbb{P}^{1} \backslash D$, and then as a $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle \otimes \overline{\mathbb{C}}[t]\left\langle\partial_{t}\right\rangle$ linear pairing $k: M \otimes_{\mathbb{C}} \bar{M} \rightarrow \mathscr{S}^{\prime}\left(\mathbb{A}^{1 \mathrm{an}}\right)$.

### 3.3. Purity of the Fourier-Laplace transform of a variation of polarizable Hodge structure

3.3.a. The need for an extension of the notion of Hodge structure. Assume that $(V, \nabla)$ as in §3.2.c underlies a variation of polarized Hodge structure and let $M$ be its minimal extension. Its Laplace transform ${ }^{F} M$ is a vector bundle with connection once restricted to $\widehat{U}=\widehat{\mathbb{A}}^{1} \backslash\{\widehat{0}\}$. However, the connection has an irregular singularity at $\widehat{\infty}$, in general (as shown by the stationary phase formula). The regularity theorem of Griffiths and Schmid prevents then ${ }^{F} M_{\mid \widehat{U}}$ to underlie in a natural way a variation of polarized Hodge structure, because the connection has an irregular singularity at $\widehat{\infty}$. What kind of a structure does ${ }^{F} M_{\mid \widehat{U}}$, or its fibre at $\tau=1$, say, underlie?

We will use the twistor approach of $\S 3.2 . \mathrm{b}$ in order to define purity. More precisely, we will define, from the extended data $(M, F \bullet M)$ a holomorphic bundle on $\widehat{U} \times \mathbb{C}_{z}$, and from the extended $k: M \otimes_{\mathbb{C}} \bar{M} \rightarrow \mathscr{S}^{\prime}\left(\mathbb{A}^{1}\right)$ a family of gluings.
3.3.b. Construction of a family of vector bundles on $\mathbb{P}^{1}$. We wish to construct a holomorphic bundle $\mathscr{H}$ on $\mathbb{C}_{z}$ and a pairing $\mathscr{C}: \mathscr{H}_{\mathbf{S}} \otimes \sigma^{*} \overline{\mathscr{H}}_{\mid \mathbf{S}} \rightarrow \mathscr{O}_{\mathbf{S}}$, giving rise to a gluing $\mathscr{H}_{\mid \mathbf{S}}^{\vee} \simeq \sigma^{*} \mathscr{\mathscr { H }}_{\mid \mathbf{S}}$. In the general construction, the variation parameter is $\tau$, and the construction we give being understood at $\tau=1$. However, in the construction below, the variable $\tau^{-1}$ will be identified with $z$, and one should think of this construction as an analogue with filtration and sesquilinear pairing of the Laplace transform with kernel $e^{t / z}$, while the family construction would correspond to the kernel $e^{t \tau / z}$.
The holomorphic bundle $\mathscr{H}$ on $\mathbb{C}_{z}$. We say that $p_{o}$ is a generating index for $F^{\bullet} M$ if, for each $\ell \geqslant 0, F^{p_{o}-\ell} M=F^{p_{o}} M+\cdots+\partial_{t}^{\ell} F^{p_{o}} M$.

Let $\widehat{\operatorname{loc}}: M \rightarrow G:=\mathbb{C}[t]\left\langle\partial_{t}, \partial_{t}^{-1}\right\rangle \otimes_{\mathbb{C}[t]\left\langle\partial_{t}\right\rangle} M$ be the localization morphism with respect to $\partial_{t}$. For each $\mathbb{C}[t]$-submodule $L$ of $M$, we set $G_{0}^{(L)}=\sum_{j \geqslant 0} \partial_{t}^{-j} \widehat{\operatorname{loc}}(L)$ and $G_{p}^{(L)}=\partial_{t}^{p} G_{0}^{(L)}$.

Because of the regular singularity of $M$ at $\infty$, we have a finiteness result.

## Lemma 5.

(1) For any $L$ and any $p, G_{p}^{(L)}$ is a free $\mathbb{C}\left[\partial_{t}^{-1}\right]$-module of finite rank.
(2) For a good filtration $F^{\bullet} M$, the free $\mathbb{C}\left[\partial_{t}^{-1}\right]$-module $G_{p_{o}}^{\left(F^{p_{o}} M\right)}$ does not depend on the generating index $p_{o}$ and generates $G$, that is, $G=\mathbb{C}\left[\partial_{t}, \partial_{t}^{-1}\right] \otimes_{\mathbb{C}\left[\partial_{t}^{-1}\right]} G_{p_{o}}^{\left(F^{p_{o}}{ }_{M}\right)}$.

We will regard $G_{p_{o}}^{\left(F^{\left.p_{o} M\right)}\right.}$ as a free $\mathbb{C}[z]$-module by setting $z=\partial_{t}^{-1}$. We will denote by $\mathscr{H}$ the corresponding holomorphic bundle.
The pairing $\mathscr{C}$. The pairing $k: M \otimes \bar{M} \rightarrow \mathscr{S}^{\prime}\left(\mathbb{A}^{1}\right)$ can be composed with the Fourier transformation $F_{t}: \mathscr{S}^{\prime}\left(\mathbb{A}^{1}\right) \rightarrow \mathscr{S}^{\prime}\left(\widehat{\mathbb{A}}^{1}\right)$. Then $F_{t} k$ defines a $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle \otimes \overline{\mathbb{C}}[\tau]\left\langle\partial_{\tau}\right\rangle$ linear morphism ${ }^{F} M \otimes_{\mathbb{C}} \overline{\iota^{+F} M} \rightarrow \mathscr{S}^{\prime}\left(\widehat{\mathbb{A}}^{1}\right)$, where $\iota$ is the involution $\tau \mapsto-\tau$. That we need the involution $\iota$ is seen on the kernel $e^{t \tau-\overline{t \tau}}$. Restricted to $\widehat{U}, F_{t} k$ takes values in $\mathscr{C}_{\widehat{U}}^{\infty}$ : indeed, ${ }^{F} M_{\mid \widehat{U}}$ is a free $\mathscr{O}(\widehat{U})$-module, and if one fixes a $\mathscr{O}(\widehat{U})$-basis $m_{j}$ of ${ }^{F} M_{\mid \widehat{U}}$, then the matrix $F_{t} k\left(m_{i}, \bar{m}_{j}\right)$ is horizontal with respect to a flat connection (in the $C^{\infty}$ sense, i.e., with respect to the derivations $\partial_{\tau}$ and $\bar{\partial}_{\tau}$ ). We set $z=\tau^{-1}$ and restrict to $\mathbf{S}$. Let $\mathscr{L}$ denote the local system defined by ${ }^{F_{M}}$ on $\widehat{U}^{\text {an }}$, that we restrict to $\mathbf{S}$. Since $F_{t} k$ is $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle \otimes \overline{\mathbb{C}}[\tau]\left\langle\partial_{\tau}\right\rangle$-linear, it defines a pairing, still denoted by $F_{t} k: \mathscr{L} \otimes_{\mathbb{C}} \iota^{-1} \overline{\mathscr{L}} \rightarrow \mathbb{C}_{\mathbf{S}}$.

We now remark that, on $\mathbf{S}$, we have $\iota=\sigma$ so that, tensoring by $\mathscr{O}_{\mathbf{S}}$ we regard $F_{t} k$ as defining a pairing

$$
\mathscr{C}: \mathscr{H}_{\mathbf{S}} \otimes_{\mathscr{O}_{\mathbf{S}}} \sigma^{*} \overline{\mathscr{H}}_{\mid \mathbf{S}} \longrightarrow \mathscr{O}_{\mathbf{S}}
$$

From the non-degeneracy of $k$ one deduces the non-degeneracy of $\mathscr{C}$, hence a gluing $\mathscr{H}_{\mid \mathbf{S}}^{\vee} \simeq \sigma^{*} \overline{\mathscr{H}}_{\mid \mathbf{S}}$.

## 3.3.c. The purity theorem.

Theorem 6. Assume that $\left(V, F^{\bullet} V, \nabla, k\right)$ is a variation of complex Hodge structure of weight 0 . In particular, it defines a $C^{\infty}$ family, parametrized by $\mathbb{A}^{1 \mathrm{an}} \backslash\left\{c_{1}, \ldots, c_{r}\right\}$, of trivial holomorphic bundles on $\mathbb{P}^{1}$ (Lemma 4). Then the holomorphic bundle $\widetilde{\mathscr{H}}$ obtained by gluing $\mathscr{H}^{\vee}$ with $\sigma^{*} \overline{\mathscr{H}}$ through $\mathscr{C}$, as defined in §3.3.b, is trivial.

If we had defined the family instead of the fibre at $\tau=1$ only, we would have obtained a family of trivial bundles, as in Lemma 4, but which do not come from a filtered holomorphic bundle in general.

Sketch of proof.
3.3.d. Integrability and the "new supersymmetric index". In the construction of $\S 3.3 . \mathrm{b}$, the connection played an essential role in order to define $\mathscr{C}$, as we had to first restrict $F_{t} k$ to the local system $\mathscr{L}$ in order to replace $\iota$ with $\sigma$ and $\mathscr{C}_{\mathbf{S}}^{\infty}$ with $\mathscr{O}_{\mathbf{S}}$.

By construction, $\mathscr{H}$ comes equipped with a connection having a pole of order at most two at the origin, and the gluing induced by $\mathscr{C}$ is compatible with the connection on $\mathscr{H}^{\vee}$ and on $\sigma^{*} \overline{\mathscr{H}}$, defining therefore a connection on the trivial bundle $\widehat{\mathscr{H}}$, with a pole of order at most two at $z=0$ and at $z=\infty$.

Let us set $H=\Gamma\left(\mathbb{P}^{1}, \mathscr{H}\right)$, so that $\mathscr{H} \simeq \mathscr{O}_{\mathbb{P}^{1}} \otimes_{\mathbb{C}} H$. Then the connection on $\mathscr{H}$ can be written as

$$
\nabla=\mathrm{d}+\left(z^{-1} \mathscr{U}-\mathscr{Q}-z \mathscr{U}^{\dagger}\right) \frac{\mathrm{d} z}{z}
$$

for some endomorphisms $\mathscr{U}, \mathscr{U}^{\dagger}, \mathscr{Q}$ of $H$. In the case considered in $\S 3.2$.a, we have $\mathscr{U}=\mathscr{U}^{\dagger}=0$ and $\mathscr{Q}$ is as defined there.

In the case provided by Theorem 6, $\mathscr{Q}$ is a semi-simple endomorphism (being selfadjoint with respect to a metric that we did not make explicit), but its eigenvalues need not be half-integers. Moreover, in the family construction, the eigenvalues of $\mathscr{Q}$ may vary with the family parameter $\tau$ in a real-analytic way.

The operator $\mathscr{Q}$ already appeared in [CV91, CFIV92], as noticed by C. Hertling [Her03], under the name of a "new supersymmetric index".

## LECTURE 4

## PURITY (2): <br> COUPLING THE STATIONARY PHASE FORMULA WITH HODGE THEORY

### 4.1. Introduction

4.1.a. Is the vanishing cycle space a "limit object"? In this lecture, we will mainly consider the Laplace transform of a regular holonomic $\mathscr{D}$-module on the affine line, i.e., of a regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $M$. In such a case, the Laplace transform ${ }^{F_{M}} M$ is a holonomic $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$-module with a regular singularity at $\tau=0$, a possibly irregular singularity at $\tau=\infty$ of exponential type, and no other singularity.

At each singular point $c$ of $M$, the nearby cycle space represents the "limit" in a precise sense of the fibers of $M$ at neighbouring points $t$ of $c$. In particular it has the same dimension as $M_{t}$. This limit construction has been extended by W. Schmid $[\mathbf{S c h} 73]$ in order to take into account a Hodge filtration, in the case $M_{\mid \mathbb{A}^{1} \backslash \operatorname{Sing} M}^{\mathrm{an}}=$ $(V, \nabla)$ underlies a variation of polarized Hodge structure. Note that the nearby cycle space does not depend on the fibre of $M$ at $c$.

The vanishing cycle space, on the other hand, measures the difference between the nearby cycle space and the fibre of $M$ at $c$. It is not a "limit" space. However, it shares a lot of properties of a limit, even from the Hodge point of view. It is therefore natural to ask whether it can be realized as a limit.

In $\S 2.1$.a we have recalled the meaning of the stationary phase formula in the case of a regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module, and how the vanishing cycles of $M$ at $c$ enter in a formal limiting expression for ${ }^{F} M$ at $\widehat{\infty}$.

From the Hodge point of view, the irregular singularity of ${ }^{F} M$ at $\widehat{\infty}$ prevents us to consider the Hodge structure on the vanishing cycle space as a limit of a variation of Hodge structure when $\tau \rightarrow \infty$, because of the regularity theorem of Griffiths-Schmid.

The notion of integrable twistor structure and of the variation of such an object gives a solution to this question and allows one to understand the space of vanishing cycles, together with its Hodge structure, as a limiting object.
4.1.b. Moderate nearby and vanishing cycles. Let me quickly recall theses notions. Let $M$ be a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module and let $c \in \mathbb{C}$. Let $t_{c}$ denote the local coordinate at $c$. Replacing $t$ with $t_{c}$ in what follows allows one to define the moderate nearby/vanishing cycles at $t=c$, by using the definition at $t=0$.

We consider the increasing filtration $V_{\bullet} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ indexed by $\mathbb{Z}$ such that $t$ has order -1 and $\partial_{t}$ has order 1 , and $V_{0} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle=\mathbb{C}[t]\left\langle t \partial_{t}\right\rangle$. For any holonomic module $M$ there exists a unique increasing filtration $V . M$ indexed $\mathbb{Z}$ such that

- each $V_{k} M$ is a $V_{0} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module of finite type,
- there exists a nonzero polynomial $b(s)$ with roots having real part in $(-1,0]$ such that $b\left(t \partial_{t}+k\right)$ acts by 0 on $\operatorname{gr}_{k}^{V} M$ for each $k \in \mathbb{Z}$.
In the following I will assume that $M$ is such that the roots of $b$ are real, and we write $b(s)=\prod_{\alpha \in(-1,0]}(s+\alpha)^{\nu_{\alpha}}$. For each $\alpha \in[0,1]$ one sets

$$
\psi_{t, \alpha}^{\bmod 0} M:= \begin{cases}\operatorname{ker}\left[\left(t \partial_{t}\right)^{\nu_{\alpha}}: \operatorname{gr}_{0}^{V} M \rightarrow \operatorname{gr}_{0}^{V} M\right] & \text { for } \alpha=0 \\ \operatorname{ker}\left[\left(t \partial_{t}+\alpha\right)^{\nu_{\alpha}}: \operatorname{gr}_{1}^{V} M \rightarrow \operatorname{gr}_{1}^{V} M\right] & \text { for } \alpha \in(0,1]\end{cases}
$$

One now defines

$$
\begin{aligned}
\psi_{t}^{\bmod 0} M:=\underset{\alpha \in[0,1)}{\bigoplus} \psi_{t, \alpha}^{\bmod 0} M & \text { (nearby cycles) }, \\
\phi_{t}^{\bmod 0} M:=\underset{\alpha \in(0,1]}{\bigoplus} \psi_{t, \alpha}^{\bmod 0} M & \text { (vanishing cycles). }
\end{aligned}
$$

These are known to be finite dimensional $\mathbb{C}$-vector spaces equipped with the automorphism $\mathrm{T}=\exp \left(-2 \pi i t \partial_{t}\right)$. More precisely, if $M$ has a regular singularity at $t=0$, $\psi_{t}^{\bmod 0} M$ has dimension equal to the generic rank of $M$.

This construction can also be done at $\infty$ by using the coordinate $t_{\infty}$. Since $t^{\prime}$ acts in an invertible way on $M$ at $\infty$, there is no distinction between nearby and vanishing cycles, which are then isomorphic.

This construction can also be applied to ${ }^{F} M$. If $M$ has only regular singularities, which will be the case in this lecture, then the only singular points of ${ }^{F} M$ are $\widehat{c}=\widehat{0}$ and $\widehat{c}=\widehat{\infty}$. The moderate vanishing cycles of $F_{M}$ at $\tau=\widehat{\infty}$ also coincide with the nearby cycles. However, due to the possible irregular singularity of ${ }^{F} M$ at $\widehat{\infty}$, the dimension of $\psi_{\tau^{\prime}}^{\bmod } \widehat{\infty}\left({ }^{F} M\right)$ may be strictly smaller than the generic rank of ${ }^{F} M$ (it may even be zero). On the other hand, due to the regularity of ${ }^{F} M$ at $\tau=0$, the dimension of $\psi_{\tau}^{\bmod \widehat{0}}\left({ }^{F} M\right)$ is equal to the generic rank of ${ }^{F} M$.

### 4.2. Witten's complex

In the beginning of the eighties, Witten used Hodge theory for a twisted Laplace operator in order to recover the Morse inequalities. This motivated G. Laumon for using the Fourier transformation in the $\ell$-adic setting and to exploit its purity properties. Up to recently, the ideas of Witten had not been extended (except some special
cases) in the complex setting because of the non-compactness of the spaces on which the analogue of a Morse function is defined.

Witten considers a Morse function $f: X \rightarrow \mathbb{R}$ on a compact $C^{\infty}$ manifold (equipped with some Riemannian metric). He considers the twisted de Rham complex $\left(\mathscr{A}^{\bullet}(X), \mathrm{d}+\tau \mathrm{d} f\right)$ for some real number $\tau$ and analyzes the behaviour of the corresponding Laplace operator $\Delta_{\tau}$ (with respect to the chosen metric) when $|\tau| \rightarrow \infty$. For a fixed $\tau$, this operator is an elliptic self-adjoint (unbounded) operator on the spaces of $L^{2}$-forms $\mathscr{L}_{2}^{\bullet}(X)$ and is positive with discrete spectrum.

When $\tau \rightarrow+\infty$, Witten shows that the eigenvectors of $\Delta_{\tau}$ concentrate around the critical points of $f$ in the following sense: for any closed set $K \subset X$ containing no critical point, there exists positive constants $C, A$ such that any eigenvector $\eta$ with eigenvalue $\lambda$ such that $|\lambda| \leqslant A$ satisfies

$$
\|\eta\|_{L^{2}(K)} \leqslant \frac{C}{\tau}\|\eta\|_{L^{2}(X)} .
$$

In some sense, Witten introduces Hodge theory in the classical stationary phase method.

### 4.3. Local Fourier transformation and Hodge theory

We will assume that $M$ is a regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module and, in $\S 4$ 4.3.b that $M$ is equipped with extended Hodge data as in $\S 3.2 . c$, so that in particular $M_{\mid \mathbb{A}^{1 \mathrm{an}} \backslash\left\{c_{1}, \ldots, c_{r}\right\}}=(V, \nabla)$ underlies a polarized variation of Hodge structure.
4.3.a. Local Fourier transformation from the point of view of nearby/vanishing cycles. We only need to consider the local Fourier transforms $\mathscr{F}^{(c, \infty)} M(c \in$ $\mathbb{C}$ ) and $\mathscr{F}{ }^{(\infty, 0)} M$, according to the slope correspondence of $\S 2.2 . c$, since $M$ has the only slope 0 at $\infty$.

Notice that the second one produces a regular holonomic $\mathbb{C} \llbracket \tau \rrbracket\left\langle\partial_{\tau}\right\rangle$-module, an object which is completely determined by $\psi_{\tau}^{\bmod \widehat{0}}$ and $\phi_{\tau}^{\bmod \widehat{0}}$ together with the "canonical" and the "variation" morphisms between both, according to the classification theorem of regular holonomic $\mathbb{C} \llbracket \tau \rrbracket\left\langle\partial_{\tau}\right\rangle$-modules.

The idea to express the behaviour of the various local Fourier transformations on nearby/vanishing cycle is to use the integral formula (7) of Lecture 1 and the good behaviour of the functors $\psi_{\tau}^{\bmod }, \phi_{\tau}^{\bmod }$ with respect to the proper push-forward by $\widehat{\pi}$. Let us set $\mathscr{\mathscr { M }}=\pi^{+} \mathscr{M} \otimes \mathscr{E}{ }^{t \tau}$. Then

$$
\begin{aligned}
& \psi_{\tau}^{\bmod \widehat{0}}\left({ }^{F} M\right)=\boldsymbol{R} \Gamma\left(\mathbb{P}^{1},{ }^{\mathrm{p}} \mathrm{DR} \psi_{\tau}^{\bmod \widehat{0}}(\mathscr{\mathscr { K }} \mathbb{M})\right), \\
& \phi_{\tau}^{\bmod \widehat{0}}\left({ }^{F} M\right)=\boldsymbol{R} \Gamma\left(\mathbb{P}^{1},{ }^{\mathrm{p}} \mathrm{DR} \phi_{\tau}^{\bmod \widehat{0}}(\mathscr{F} \mathbb{M})\right), \\
& \psi_{\tau^{\prime}}^{\bmod } \widehat{\infty}\left({ }^{F} M\right)=\boldsymbol{R} \Gamma\left(\mathbb{P}^{1},{ }^{\mathrm{p}} \mathrm{DR} \psi_{\tau^{\prime}}^{\bmod } \widehat{\infty}(\mathscr{\mathscr { K }} \mathcal{M})\right),
\end{aligned}
$$

where here ${ }^{\mathrm{p}} \mathrm{DR}(\cdot)$ means $\operatorname{DR}(\cdot)[1]$.
4.3.b. The local Fourier transformation $\mathscr{F}(\infty, 0)$. The $V$-filtration of $\mathscr{\mathscr { K }}$ along $\tau=0$ can be computed explicitly and we will not explain the computation here which can be found in [Sab06, proof of Prop. 4.1]. A priori, $\left.\psi_{\tau}^{\bmod \widehat{0}(\mathscr{F}} \mathscr{M}\right), \phi_{\tau}^{\bmod \widehat{0}}(\mathscr{F} \mathscr{M})$ are holonomic $\mathscr{D}_{\mathbb{P}^{1}}$-modules equipped with an automorphism $\mathrm{T}_{\tau}$.

Proposition 1. The $\mathscr{D}_{\mathbb{P}^{1}}$-module $\phi_{\tau}^{\bmod \widehat{0}}(\mathscr{F} \mathscr{M})$ is supported at $\infty$ and the corresponding vector space with automorphism $\mathrm{T}_{\tau}$ is isomorphic (canonically and functorially) to the nearby cycle space $\left(\psi_{t^{\prime}}^{\bmod \infty} \mathscr{M}, \mathrm{T}_{t^{\prime}}\right)$.

It remains to understand $\psi_{\tau, 0}^{\bmod \widehat{0}}(\mathscr{F} \mathscr{M})$, which does not have punctual support, and is a global object on $\mathbb{P}^{1}$. In order to state the result, let us denote by $\mathscr{M}_{\text {min }}$ the minimal (also called intermediate) extension of $\mathscr{M}$ at $\infty$. It is the unique submodule $\mathscr{N}$ of $\mathscr{M}$ with no quotient supported at $\infty$ and such that $\mathscr{O}_{\mathbb{P}^{1}}(* \infty) \otimes \mathscr{N}=\mathscr{M}$. We then have the following complement to Proposition 1

Proposition 2. The holonomic $\mathscr{D}_{\mathbb{P}^{1} \times \mathbb{A}^{1}}$-module $\mathscr{\mathscr { T }} \mathscr{H}$ is a minimal extension of its localization along $\mathbb{P}^{1} \times\{\widehat{0}\}$, so that the holonomic $\mathscr{D}_{\mathbb{P}^{1}}$-module with automorphism $\left(\psi_{\tau}^{\bmod \widehat{0}}(\mathscr{H} \mathscr{M}), \mathrm{T}_{\tau}\right)$ is completely determined from $\left(\psi_{\tau}^{\bmod \widehat{o}}(\mathscr{\mathscr { M }}), \mathrm{T}_{\tau}\right)$ and the primitive part $P_{0} \psi_{\tau, 0}^{\bmod \widehat{0}}(\mathscr{\mathscr { K }} \mathscr{M})=\operatorname{ker} \mathrm{N}_{\tau} \cap \operatorname{Im} \mathrm{N}_{\tau}$ in $\psi_{\tau, 0}^{\bmod \widehat{0}}(\mathscr{F} \mathscr{K})$.

There is a canonical and functorial isomorphism

$$
P_{0} \psi_{\tau, 0}^{\bmod \widehat{0}}(\mathscr{\mathscr { M }}) \simeq \mathscr{M}_{\min }
$$

Let us now go back to ${ }^{F} M$. As a consequence of the compatibility of taking proper direct images by $\widehat{\pi}$ and nearby/vanishing cycles we obtain

Corollary 3 (of Proposition 1). For any regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $M$, we have a canonical and functorial isomorphism

$$
\left(\phi_{\tau}^{\bmod \widehat{0}}\left({ }^{F} M\right), \mathrm{T}_{\tau}\right) \simeq\left(\psi_{t^{\prime}}^{\bmod \infty} \mathscr{M}, \mathrm{T}_{t^{\prime}}\right)
$$

On the other hand, although $\psi_{\tau, 0}^{\bmod \widehat{0}}$ is compatible with taking direct image by $\widehat{\pi}$, the operation of taking $P_{0}$ need not be so. In the present setting the assumption that $M$ is a semi-simple regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module is enough to ensure this compatibility. In particular, with such an assumption, ${ }^{F} M$ is also (obviously) semisimple as a $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$-module, and this implies that ${ }^{F} M$ is the minimal extension of its localization at $\tau=0$. As a consequence, $\left(\psi_{\tau}^{\bmod \widehat{0}}\left({ }^{F} M\right), \mathrm{T}_{\tau}\right)$ is completely determined from $\left(\psi_{\tau}^{\bmod \widehat{0}}\left({ }^{F} M\right), \mathrm{T}_{\tau}\right)$ and the primitive part $P_{0} \psi_{\tau, 0}^{\bmod \widehat{0}}\left({ }^{F} M\right)=\operatorname{ker} \mathrm{N}_{\tau} \cap \operatorname{Im} \mathrm{N}_{\tau}$ in $\psi_{\tau, 0}^{\bmod \widehat{0}}\left({ }^{F} M\right)$.

Corollary 4 (of Proposition 2). If $M$ is a semi-simple regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ module, then we have a canonical and functorial isomorphism

$$
P_{0} \psi_{\tau, 0}^{\bmod \widehat{o}}\left({ }^{F} M\right) \simeq \boldsymbol{H}^{1}\left(\mathbb{P}^{1}, \mathrm{DR} \mathscr{M}_{\min }\right)
$$

Let us now consider the case where $\left(M, F^{\bullet} M\right)$ is a filtered Hodge module, as obtained from a variation of polarized Hodge structure in §3.2.c. In order to mimick the previous results, it is convenient to introduce the ring $R_{F} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle=\bigoplus_{k \in \mathbb{Z}} F^{k} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle z^{-k}$, where $F^{k} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle \subset \mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ consists of operators of degree $\leqslant-k$ with respect to $\partial_{t}$. It is identified with the ring $\mathbb{C}[t, z]\left\langle z \partial_{t}\right\rangle$. The filtered $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $\left(M, F^{\bullet} M\right)$ gives rise to a $R_{F} \mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ module $R_{F} M=\bigoplus_{k} F^{k} M z^{-k}$, which has finite type because $F^{\bullet} M$ is a good filtration. One can define the filtered Laplace transform by using the kernel $e^{-t \tau / z}$, that is, by replacing $t$ with $-z \partial_{\tau}$ and $z \partial_{t}$ with $\tau$. This produces a $R_{F} \mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$-module ${ }^{F} R_{F} M$, which is not graded however, and therefore does cannot be realized as $R_{F}{ }^{F} M$ for some filtration on ${ }^{F} M$, in general.

Nevertheless, the formalism of the $V$-filtration can be adapted to the ring $R_{F} \mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$.
4.3.c. The local Fourier transformations $\mathscr{F}^{(c, \infty)}$.

### 4.4. Limits of the new supersymmetric index

## LECTURE 5

## APPLICATION TO $e^{f}$

### 5.1. The twisted de Rham complex

Let $U$ be a smooth complex quasi-projective variety and let $f: U \rightarrow \mathbb{A}^{1}$ be a regular function on $U$. What kind of a structure do we have on the twisted de Rham cohomology $H^{*}(U, f ; \mathbb{C}):=\boldsymbol{H}^{*}\left(U,\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)\right)$ ? This is related to the properties of exponential periods, i.e., integrals $\int_{\Gamma} e^{f} \omega, \omega$ an algebraic form on $U, \Gamma$ a locally closed cycle. The $\mathbb{Q}$-structure is understood: $H^{*}\left(U^{\text {an }}, f ; \mathbb{Q}\right)=H^{*}\left(U^{\text {an }}, \operatorname{Re}(f) \gg 0 ; \mathbb{Q}\right)$.

Deligne remarked in 1984 that the classical formula

$$
\int_{\mathbb{R}} e^{-x^{2}} d x=\sqrt{\pi}
$$

suggests that for $f(x)=-x^{2}: \mathbb{A}^{1} \rightarrow \mathbb{A}^{1}, H^{*}(U, f ; \mathbb{C})$ has a Hodge structure of type $(1 / 2,1 / 2)$. In the case where $U$ is a curve, Deligne defines a filtration of the complex $\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)$ indexed by rational numbers, and shows a $E_{1}$-degeneracy property, looking like the standard Hodge $\Rightarrow$ de Rham degeneracy.
5.1.a. Reduction to dimension one. Let us introduce a parameter $\tau$ and consider the complex $\left(\Omega_{U}^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f\right)$. Its hypercohomology modules, regarded as $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ modules as in $\S 1.2 . \mathrm{b}$, are nothing but the Gauss-Manin systems $\mathrm{GM}^{i}(f):=\mathscr{H}^{i} f_{+} \mathscr{O}_{U}$ of $f$. According to Bernstein's theorem (see $\S 1.2$.b), they are holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$ modules. When regarded as $\mathbb{C}[\tau]\left\langle\partial_{\tau}\right\rangle$-modules, they are the Laplace transforms ${ }^{F} \mathrm{GM}^{i}(f)$, with respect to the Laplace transformation with kernel $e^{-t \tau}$

We can regard $\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)$ as the cone of the morphism

$$
\left(\Omega_{U}^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f\right) \xrightarrow{\tau-1}\left(\Omega_{U}^{\bullet}[\tau], \mathrm{d}-\tau \mathrm{d} f\right) .
$$

Let us consider the associated long exact sequence

$$
\cdots \longrightarrow{ }^{F} \mathrm{GM}^{i}(f) \xrightarrow{\tau-1}{ }^{F} \mathrm{GM}^{i}(f) \longrightarrow \boldsymbol{H}^{i}\left(U,\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)\right) \longrightarrow \cdots
$$

We note that, since $\mathrm{GM}^{i}(f)$ has regular singularities, $\mathbb{C}\left[\tau, \tau^{-1}\right] \otimes_{\mathbb{C}[\tau]}{ }^{F} \mathrm{GM}^{i}(f)$ is $\mathbb{C}\left[\tau, \tau^{-1}\right]$-free, hence $\tau-1$ is injective on each ${ }^{F} \mathrm{GM}^{i}(f)$. It follows that, for each $i$,

$$
\boldsymbol{H}^{i}\left(U,\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)\right)={ }^{F} \mathrm{GM}^{i}(f) /(\tau-1)^{F} \mathrm{GM}^{i}(f) .
$$

In other words, for each $i$, one can compute $\boldsymbol{H}^{i}\left(U,\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)\right)$ as the hypercohomology $\boldsymbol{H}^{1}\left(\mathbb{A}^{1}, \mathrm{DR}\left(\mathrm{GM}^{i}(f), \nabla-d t\right)\right)$ of the de Rham complex of $\mathrm{GM}^{i}(f)$ twisted by the function Id: $\mathbb{A}^{1} \rightarrow \mathbb{A}^{1}$ (and all other $\boldsymbol{H}^{j}, j \neq 1$, are zero).
5.1.b. Topological computation of the twisted de Rham cohomology. Let $F: X \rightarrow \mathbb{A}^{1}$ be a projective completion of $f: U \rightarrow \mathbb{A}^{1}$ and let us denote by $j: U \hookrightarrow X$ the open inclusion. For each complex number $c \in \mathbb{C}$, let $\phi_{F-c}\left(\boldsymbol{R} j_{*} \mathbb{C}_{U^{\text {an }}}\right)$ denote the vanishing cycle complex along $f=c$ of the complex $\boldsymbol{R} j_{*} \mathbb{C}_{U^{\text {an }}}$.

Proposition 1. Assume that $X$ is smooth and $X \backslash U$ is a divisor in $X$. Then for each $i$, we have

$$
\operatorname{dim} \boldsymbol{H}^{i}\left(U,\left(\Omega_{U}^{\bullet}, \mathrm{d}-\mathrm{d} f\right)\right)=\sum_{c \in \mathbb{C}} \operatorname{dim} \boldsymbol{H}^{i-1}\left(F^{-1}(c), \phi_{F-c}\left(\boldsymbol{R} j_{*} \mathbb{C}_{U^{\text {an }}}\right)\right)
$$

Sketch or proof. Since $X$ is smooth and $X \backslash U$ is a divisor, $\boldsymbol{R} j_{*} \mathbb{C}_{U^{\text {an }}}$ is perverse on $X$ (up to a shift, depending on the convention). Then $\phi_{F-c}\left(\boldsymbol{R} j_{*} \mathbb{C}_{U^{\text {an }}}\right)$ is perverse up to a shift. On the other hand, using the commutation of $\phi_{F-c}$ with proper direct images and taking perverse cohomology of direct images reduces the result to an analogous result for any regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $M$ (proved e.g. in [Mal91]):

$$
\begin{equation*}
\operatorname{dim}{ }^{F} M /(\tau-1)^{F} M\left(=\operatorname{rk} \mathbb{C}\left[\tau, \tau^{-1}\right] \otimes_{\mathbb{C}[\tau]} F_{M}\right)=\sum_{c \in \mathbb{C}} \operatorname{dim} \phi_{t-c} \mathrm{DR}^{\mathrm{an}} M \tag{2}
\end{equation*}
$$

### 5.2. The stationary phase formula for a function

A particular case of the stationary phase formula proved in Lecture 2 reads as follows for a holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module $M$ with only regular singularities. Let ${ }^{{ }^{F} M}$ be the Laplace transform of $M$. Then $G:=\mathbb{C}\left[\tau, \tau^{-1}\right] \otimes_{\mathbb{C}[\tau]}{ }^{F} M$ is a free $\mathbb{C}\left[\tau, \tau^{-1}\right]$ module whose rank is equal to $\mu:=\sum_{c \in \mathbb{C}} \operatorname{dim} \phi_{t-c} \mathrm{DR}^{\text {an }} M$. Set $z=\tau^{-1}$ and $\widehat{G}=$ $\mathbb{C}((z)) \otimes_{\mathbb{C}\left[z, z^{-1}\right]} G$. This is a $\mathbb{C}((z))$-vector space of dimension $\mu$ equipped with a connection $\nabla_{\partial_{z}}$ (induced by by the action of $-\tau^{2} \partial_{\tau}$ on $G$ ).

On the other hand, for each $c \in \mathbb{C}$, the $\mathbb{C}$-vector space $\phi_{t-c} \mathrm{DR}^{\text {an }} M$ comes equipped with a monodromy operator $T$. In general, let $E$ be a finite dimensional $\mathbb{C}$-vector space equipped with an automorphism T. Given a choice of a logarithm of T , that is, writing $\mathrm{T}=\exp (-2 \pi i \mathrm{M})$ for some $\mathrm{M}: E \rightarrow E$, we denote by $\widehat{\mathrm{RH}}^{-1}(E, \mathrm{~T})$ the $\mathbb{C}((z))$-vector space $E((z))$ equipped with the connection $\mathrm{d}+\mathrm{Md} z / z$. Then Formula (2) above can be refined as

$$
\left(\widehat{G}, \nabla_{\partial_{z}}\right) \simeq \bigoplus_{c \in \mathbb{C}}\left(\widehat{\mathrm{RH}}^{-1}\left(\phi_{t-c} \mathrm{DR}^{\mathrm{an}} M, \mathrm{~T}\right), \nabla-\mathrm{d}(c / z)\right) .
$$

If we set for short

$$
\begin{aligned}
G^{i}(f)=\mathbb{C}\left[\tau, \tau^{-1}\right] \otimes_{\mathbb{C}[\tau]}{ }^{F} \mathrm{GM}^{i}(f) & =\boldsymbol{H}^{i}\left(\Omega_{U}^{\bullet}\left[\tau, \tau^{-1}\right], \mathrm{d}-\tau \mathrm{d} f\right) \\
& =\boldsymbol{H}^{i}\left(\Omega_{U}^{\bullet}\left[z, z^{-1}\right], \mathrm{d}-\mathrm{d} f / z\right)
\end{aligned}
$$

we obtain, by an argument similar to that of Proposition 1,

$$
\left(\widehat{G}^{i}(f), \nabla_{\partial_{z}}\right) \simeq \bigoplus_{c \in \mathbb{C}}\left(\widehat{\mathrm{RH}}^{-1}\left(\boldsymbol{H}^{i-1}\left(f^{-1}(c), \phi_{f-c}\left(\boldsymbol{R} j_{*} \mathbb{C}_{U^{\mathrm{an}}}\right)\right), \mathrm{T}\right), \nabla-\mathrm{d}(c / z)\right) .
$$

This formula can be refined in order to only use $\phi_{f-c}\left(\mathbb{C}_{U}\right.$ an $)$, i.e., the vanishing cycles at finite distance only. For a sheaf $\mathscr{F}$ on $U, \mathscr{F}((z))$ denotes the sheaf associated to the presheaf $V \mapsto \mathscr{F}(V)((z))$. The sheaf $\mathscr{O}_{U}((z))$ is $\mathscr{O}_{U}$-flat.
Theorem 3 (conjectured by M. Kontsevich). We have, for each i,

$$
\begin{aligned}
\left(\boldsymbol { H } ^ { i } \left(U,\left(\Omega_{U}^{\cdot}((z)), \mathrm{d}-\mathrm{d}\right.\right.\right. & \left.f / z)), \nabla_{\partial_{z}}\right) \\
& \simeq \bigoplus_{c \in \mathbb{C}}\left(\widehat{\mathrm{RH}}^{-1}\left[\boldsymbol{H}^{i-1}\left(f^{-1}(c), \phi_{f-c} \mathbb{C}_{U^{\text {an }}}\right), \mathrm{T}\right], \nabla-\mathrm{d}(c / z)\right) .
\end{aligned}
$$

Sketch of proof.

### 5.3. The Barannikov-Kontsevich theorem

It may be instructive to recall here the Barannikov-Kontsevich theorem. It applies if $f$ is projective, that is, so that $F=f$.

Theorem 4 (see [Sab99, OV07]). Assume that $f$ is projective. Then, for each $i$, the $\mathbb{C}[z]$-module $\boldsymbol{H}^{i}\left(U,\left(\Omega_{U}^{\bullet}[z], z \mathrm{~d}-\mathrm{d} f\right)\right.$ is free.

As a consequence, setting $z=0, z=1$ and using Proposition 1, we obtain (under our assumption, $F=f$ and $j=\mathrm{Id}$, and $U=X$ ):

$$
\operatorname{dim} \boldsymbol{H}^{i}\left(X,\left(\Omega_{X}^{\bullet}, \mathrm{d} f\right)\right)=\sum_{c \in \mathbb{C}} \operatorname{dim} \boldsymbol{H}^{i-1}\left(f^{-1}(c), \phi_{f-c}\left(\mathbb{C}_{X^{\text {an }}}\right)\right)
$$

### 5.4. The Deligne filtration

## LECTURE 6

## STOKES STRUCTURES IN DIMENSION ONE

Let $X$ be a Riemann surface. The functor which associates to any holomorphic vector bundle with connection $(V, \nabla)$ the locally constant sheaf of its local sections is an equivalence of categories. The Riemann-Hilbert correspondence extends as a correspondence between regular holonomic $\mathscr{D}_{X}$-modules and perverse sheaves of $\mathbb{C}$ vector spaces on $X$. In 1978 and later (see [DMR07]), Deligne proposed to extend the previous correspondence, starting from arbitrary holonomic $\mathscr{D}_{X}$-modules, with values in a category of perverse sheaves with Stokes structure. The notion of a Stokes filtration is intended to express in a topological way the classical notion of Stokes data at an irregular singular point.

### 6.1. The Riemann-Hilbert correspondence for germs of meromorphic connections

Let $\Delta$ be a small disc with coordinate $x$ and let $M$ be a $\mathscr{O}_{\Delta}(* 0)$-free module of finite rank with connection $\nabla$. We will only consider its germ at 0 , which is a $\mathbb{C}(\{x\})$ vector space of finite dimension with a connection. It can also be regarded as a germ at $x=0$ of a $\mathscr{D}_{\Delta}=\mathscr{O}_{\Delta}\left\langle\partial_{x}\right\rangle$-module on which left multiplication by $t$ is bijective.

Let $(\widehat{M}, \widehat{\nabla})=\left(\mathbb{C}((x)) \otimes_{\mathbb{C}(\{x\})} M\right.$, induced $\left.\nabla\right)$ be the associated formal meromorphic connection. A classical theorem called Levelt-Turrittin theorem classifies such objects: after a ramification $x=y^{m}$ for some $m \in \mathbb{N}, \widehat{M}^{\prime}:=\mathbb{C}((y)) \otimes_{\mathbb{C}((x))} \widehat{M}$, then $\widehat{M}^{\prime}$ is isomorphic to the direct sum of the elementary objects $\left(\mathbb{C}((y))^{n}, \mathrm{~d}+\mathrm{d} \varphi \operatorname{Id}+C \mathrm{~d} y / y\right)$, $\varphi \in \mathbb{C}((y))$ (modulo $\mathbb{C} \llbracket y \rrbracket)$ and $C$ is a constant matrix. One says that $M$ has a regular singularity if only $\varphi=0$ (or $\varphi \in \mathbb{C} \llbracket y \rrbracket$ can occur, and in such a case the ramification is not needed. Moreover, the isomorphism already exists at the convergent level.

On the other hand, when some nonzero $\varphi \in \mathbb{C}((y)) / \mathbb{C} \llbracket y \rrbracket$ occur, the isomorphism may not exist at the convergent level.

For the sake of simplicity, I will assume below that the ramification is not needed for the $M$ that I will consider, and I will say in such a case that $M$ has no ramification.

Let $\widetilde{\Delta}=S^{1} \times[0, \varepsilon)$ be the space of polar coordinates $x=r e^{i \theta}$. The operator $x \partial_{x}$ lifts as $\frac{1}{2}\left(r \partial_{r}-i \partial_{\theta}\right)$. Let $\mathscr{A}_{\bar{\Delta}}^{\text {mod }}$ be the sheaf on $\widetilde{\Delta}$ of holomorphic functions on $\Delta^{*}$ which have moderate growth in the neighbourhood of any compact set of $S^{1} \times\{0\}$. For any $\varphi \in x^{-1} \mathbb{C}\left[x^{-1}\right]$, the sheaf $\operatorname{ker} \nabla: e^{\varphi} \mathscr{A}_{\widetilde{\Delta}}^{\bmod } \otimes M \rightarrow e^{\varphi} \mathscr{A}_{\widetilde{\Delta}}^{\bmod } \otimes M$ is a local system $\mathscr{L}$ of rank $\operatorname{dim} M$ on $\Delta^{*}$ and is a subsheaf $\mathscr{L} \leqslant \varphi \subset \mathscr{L}$ on $S^{1} \times\{0\}$.

Example 1. If $M=\left(\mathbb{C}((x)), \mathrm{d}+\mathrm{d} \varphi_{o}\right)$, then $\mathscr{L} \leqslant \varphi, \theta=\mathbb{C}$ if $\operatorname{Re}\left(\varphi-\varphi_{o}\right)<0$ near $\theta$, and $\mathscr{L}_{\leqslant \varphi, \theta}=0$ otherwise, while $\mathscr{L}=\mathbb{C}_{S^{1}}$.
Theorem 2 (Riemann-Hilbert correspondence). The functor $M \mapsto\left(\mathscr{L}, \mathscr{L}_{\bullet}\right)$ is an equivalence between the category of (non-ramified) germs of meromorphic connections and the category of Stokes-filtered local systems on $S^{1}$.

### 6.2. Stokes filtered local systems on $S^{1}$ (the non-ramified case)

We consider the circle of directions $S^{1}$ equipped with the constant sheaf $\mathcal{J}_{1}$ with fibre $\mathcal{P}=\mathbb{C}(\{x\}) / \mathbb{C}\{x\}$ consisting of polar parts of Laurent series. This sheaf is a sheaf of ordered groups: the order depends on the point $e^{i \theta}=x /|x| \in S^{1}$ as follows. Let $\eta \in \mathcal{P}$ and let us set $\eta=u_{n}(x) x^{-n}$ with $n \geqslant 1$ and $u_{n}(0) \neq 0$ if $\eta \neq 0$. Then

$$
\begin{equation*}
\eta \leqslant_{\theta} 0 \Longleftrightarrow \eta=0 \text { or } \arg u_{n}(0)-n \theta \in(\pi / 2,3 \pi / 2) \bmod 2 \pi \tag{3}
\end{equation*}
$$

and $\eta<_{\theta} 0 \Leftrightarrow\left(\eta \leqslant_{\theta} 0\right.$ and $\left.\eta \neq 0\right)$. The order is supposed to be compatible with addition, namely, $\varphi \leqslant_{\theta} \psi \Leftrightarrow \varphi-\psi \leqslant_{\theta} 0$ and similarly for $<_{\theta}$. We also have $\varphi \leqslant_{\theta} \psi \Leftrightarrow$ $e^{\varphi-\psi}$ has moderate growth in some neighbourhood of $\left(e^{i \theta}, 0\right)$ in $\widetilde{\Delta}$.

Definition 4. Let $\boldsymbol{k}$ be a field. A non-ramified pre-Stokes filtration on a local system $\mathscr{L}$ of finite dimensional $\boldsymbol{k}$-vector spaces on $S^{1}$ consists of the data of a family of subsheaves $\mathscr{L}_{\leqslant \varphi}$ indexed by $\mathcal{P}$ such that, for any $\theta \in S^{1}, \varphi \leqslant_{\theta} \psi \Rightarrow \mathscr{L}_{\leqslant \varphi, \theta} \subset \mathscr{L}_{\leqslant \psi, \theta}$.

Let us set, for any $\varphi \in \mathcal{P}$ and any $\theta \in S^{1}$,

$$
\begin{equation*}
\mathscr{L}_{<\varphi, \theta}=\sum_{\psi<{ }_{\theta} \varphi} \mathscr{L}_{\leqslant \psi, \theta} . \tag{5}
\end{equation*}
$$

This defines a subsheaf $\mathscr{L}_{<\varphi}$ of $\mathscr{L}_{\leqslant \varphi}$, and we set $\operatorname{gr}_{\varphi} \mathscr{L}=\mathscr{L}_{\leqslant \varphi} / \mathscr{L}_{<\varphi}$.
Definition 6. A pre-Stokes filtration of $\mathscr{L}$ is called a Stokes filtration if
(1) each graded sheaf $\operatorname{gr}_{\varphi} \mathscr{L}$ is a local system on $S^{1}$,
(2) rk $\mathscr{L}=\sum_{\varphi} \operatorname{rkgr}_{\varphi} \mathscr{L}$.

Note that when $6(1)$ is satisfied, $6(2)$ is equivalent to one of the following:
(2') for any $\theta \in S^{1}$ and any $\varphi \in \mathcal{P}, \operatorname{dim} \mathscr{L}_{\leqslant \varphi, \theta}=\sum_{\psi \leqslant{ }_{\theta} \varphi} \operatorname{dim} \operatorname{gr}_{\psi} \mathscr{L}_{\theta}$.
(2') For any $\theta \in S^{1}$ and any $\varphi \in \mathcal{P}, \operatorname{dim} \mathscr{L}_{<\varphi, \theta}=\sum_{\psi<{ }_{\theta} \varphi} \operatorname{dim} \operatorname{gr}_{\psi} \mathscr{L}_{\theta}$.

The finite subset $\Phi \subset \mathcal{P}$ such that $\operatorname{gr}_{\varphi} \mathscr{L} \neq 0 \Rightarrow \varphi \in \Phi$ is called the set of exponential factors of the non-ramified Stokes filtration. The following proposition is easily checked, showing more precisely exhaustivity.

Proposition 7. Let $\mathscr{L}$. be a non-ramified $\boldsymbol{k}$-Stokes filtration on $\mathscr{L}$. Then, for any $\theta \in S^{1}$, and any $\varphi \in \mathcal{P}$,

- if $\varphi<_{\theta} \Phi$, then $\mathscr{L}_{\leqslant \varphi, \theta}=0$,
- if $\Phi<_{\theta} \varphi$, then $\mathscr{L}_{<\varphi, \theta}=\mathscr{L}_{\leqslant \varphi, \theta}=\mathscr{L}_{\theta}$.


### 6.3. Abelianity and strictness (the non-ramified case)

Definition 8. A morphism $\lambda:\left(\mathscr{L}, \mathscr{L}_{\bullet}\right) \rightarrow\left(\mathscr{L}^{\prime}, \mathscr{L}_{\bullet}^{\prime}\right)$ of non-ramified $\boldsymbol{k}$-Stokes-filtered local systems is a morphism of local systems $\mathscr{L} \rightarrow \mathscr{L}^{\prime}$ on $S^{1}$ such that, for any $\varphi \in \mathcal{P}, \lambda\left(\mathscr{L}_{\leqslant \varphi}\right) \subset \mathscr{L}_{\leqslant \varphi}^{\prime}$. According to (5), a morphism also satisfies $\lambda\left(\mathscr{L}_{<\varphi}\right) \subset \mathscr{L}_{<\varphi}^{\prime}$. A morphism $\lambda$ is said to be strict if, for any $\varphi, \lambda(\mathscr{L} \leqslant \varphi)=\lambda(\mathscr{L}) \cap \mathscr{L}_{\leqslant \varphi}^{\prime}$.
Theorem 9. The category of $\boldsymbol{k}$-Stokes-filtered local systems on $S^{1}$ is abelian and every morphism is strict. Moreover, it is stable by extension in the category of pre-Stokesfiltered sheaves.

Of course, when $\boldsymbol{k} \subset \mathbb{C}$, one can obtained this result by using the Riemann-Hilbert correspondence and the abelianity of the category of germs of meromorphic connection. It is however instructive to give a proof in the setting of Stokes-filtered local systems in order to understand better their structure. One proves more precisely:

Theorem 10. Given two non-ramified Stokes-filtered local systems ( $\left.\mathscr{L}, \mathscr{L}_{\bullet}\right)$ and $\left(\mathscr{L}^{\prime}, \mathscr{L}_{\bullet}^{\prime}\right)$, there exist trivializations of them in the neighbourhood of any point of $S^{1}$ such that any morphism $\lambda$ between them is diagonal with respect to these local trivializations, hence is strict. In particular, such a morphism satisfies (??), and the natural pre-Stokes filtrations on the local systems $\operatorname{ker} \lambda, \operatorname{Im} \lambda$ and coker $\lambda$ are Stokes filtrations. Their sets of exponential factors satisfy

$$
\Phi(\operatorname{ker} \lambda) \subset \Phi, \quad \Phi(\operatorname{coker} \lambda) \subset \Phi^{\prime}, \quad \Phi(\operatorname{Im} \lambda) \subset \Phi \cap \Phi^{\prime}
$$

The proof is done by using the notion of level structure, which will not be developed here.

### 6.4. Stokes-perverse sheaves on a Riemann surface

Let $\Delta$ be a disc as in $\S 6.1$ and let $\mathscr{D}=\mathscr{D}_{\Delta, 0}$ be the germ at the origin of the sheaf of holomorphic differential operators on $\Delta$. We have $\mathscr{D}=\mathbb{C}\{x\}\left\langle\partial_{x}\right\rangle$. We will also set $\mathscr{O}=\mathbb{C}\{x\}, \mathscr{O}(* 0)=\mathbb{C}(\{x\}), \widehat{\mathscr{O}}=\mathbb{C} \llbracket x \rrbracket, \widehat{\mathscr{D}}=\mathbb{C} \llbracket x \rrbracket\left\langle\partial_{x}\right\rangle$. Let $M$ be a holonomic $\mathscr{D}$-module. We will consider the following objects obtained from $M$

- $M(* 0)$ is the localization $\left.\mathscr{O}_{( } * 0\right) \otimes_{\mathscr{O}} M=\mathscr{D}(* 0) \otimes_{\mathscr{D}} M$; this is a free $\mathscr{O}(* 0)$-module of finite rank with connection, as considered in $\S 6.1$.
- $\widehat{M}$ is the formalization $\widehat{\mathscr{O}} \otimes_{\mathscr{O}} M=\widehat{\mathscr{D}} \otimes_{\mathscr{D}} M$.
- $\widehat{M}_{\text {reg }}$ is the regular component, i.e., the component corresponding to $\varphi=0$ in the Levelt-Turrittin decomposition of $\widehat{M}$ (a decomposition which also exists for holonomic $\widehat{\mathscr{D}}$-modules).
- $\widehat{\mu}$ is the natural isomorphism $\widehat{M(* 0)} \xrightarrow{\sim}(\widehat{M})(* 0)$ that we restrict to the regular parts: $\widehat{M(* 0)_{\text {reg }} \xrightarrow{\sim}\left(\widehat{M}_{\text {reg }}\right)(* 0) . ~}$

Lemma 11. The category of holonomic $\mathscr{D}$-modules is equivalent, via this correspondence, to the category of triples $(\widetilde{M}, N, \widehat{\nu})$, where $\widetilde{M}$ is a germ of meromorphic connection, $N$ is a germ of regular holonomic $\mathscr{D}$-module, and $\widehat{\nu}$ is an isomorphism

Definition 12. A germ of Stokes-perverse sheaf on $\Delta$ at the origin consists of a triple $\left(\left(\mathscr{L}, \mathscr{L}_{\bullet}\right), \mathscr{F}, \widehat{\nu}\right)$, where $\left(\mathscr{L}, \mathscr{L}_{\bullet}\right)$ is a Stokes-filtered local system, $\mathscr{F}$ is a germ of perverse sheaf at the origin and $\widehat{\nu}$ is an isomorphism $\operatorname{gr}_{0} \mathscr{L} \xrightarrow{\sim}\left(\psi_{x} \mathscr{F}, \mathrm{~T}\right)$, where the nearby cycle space $\psi_{x} \mathscr{F}$ equipped with its monodromy is regarded in a canonical way as a local system on $S^{1}$.

Theorem 13 (R-H for holonomic $\mathscr{D}$-modules). The functor $(\widetilde{M}, N, \widehat{\nu}) \mapsto((\mathscr{L}, \mathscr{L} \cdot), \mathscr{F}, \widehat{\nu})$, whose first component is the $R$ - $H$ functor of Theorem 2, and the second one is the $R$-H correspondence for regular holonomic $\mathscr{D}$-modules, is an equivalence of categories.

We can now give the definition of a Stokes-perverse sheaf on a Riemann surface $X$ :
Definition 14. A Stokes-perverse sheaf on a Riemann surface $X$ with singular set contained in a divisor $D$ consists of the data $\left(\left(\mathscr{L}, \mathscr{L}_{\bullet}\right), \mathscr{F}, \widehat{\nu}\right)$, where $\mathscr{L}$ is a local system on $X \backslash D$ (equivalently on the real blown-up space $\widetilde{X}(D)$, which is a Riemann surface with boundary), $\mathscr{L}_{\bullet}$ consists, for each $p \in D$, of a Stokes filtration of $\mathscr{L}_{\mid S_{p}^{1}}$, $\mathscr{F}$ is a germ of perverse sheaf at each point of $D$ and $\widehat{\nu}$ is as in Definition 12.

Theorem 13 extends as an equivalence between the category of holonomic $\mathscr{D}_{X^{-}}$ modules and the category of Stokes-perverse sheaves on $X$.

## LECTURE 7

## STOKES STRUCTURES IN HIGHER DIMENSIONS

Due to the work of Kashiwara and Mebkhout, it is now well-known that the de Rham functor induces an equivalence between the category of regular holonomic $\mathscr{D}$-modules on a complex manifold $X$ and the category of perverse sheaves on $X$ with complex coefficients. In particular, this allows one to speak of a rational structure on a holonomic $\mathscr{D}_{X}$-module $M$, by considering a rational structure on the perverse sheaf DR $M$.

Is it possible to extend this correspondence to arbitrary holonomic $\mathscr{D}_{X}$-modules, and to extend the target category, in order to keep an equivalence? In Lecture 6 have indicated how to solve this question in dimension one. In dimension $\geqslant 2$, the construction of such a target category (Stokes-perverse sheaves) is not yet achieved. We will consider a sub-problem, by restricting to the category of meromorphic bundles with flat connection with poles along a divisor $D$ having normal crossings.

### 7.1. The structure of meromorphic connections

Let $X$ be a complex manifold equipped with a divisor $D$ and let $V$ be a coherent $\mathscr{O}_{X}(* D)$-module equipped with a flat connection $\nabla: V \rightarrow \Omega_{X}^{1} \otimes V$. Given $x_{o} \in D$, what can be said about the germ $V_{x_{o}}$, or the formal germ $\widehat{V}_{\widehat{x}_{o}}:=\widehat{\mathscr{O}}_{X, x_{o}} \otimes_{\mathscr{O}_{X, x_{o}}} V_{x_{o}}$ ? In dimension one, an essential tool is the Levelt-Turrittin theorem mentioned in §6.1.

The basic result is as follows.

Theorem 1 ([Moc09, Moc11], [Ked10, Ked11]). Let $X^{\prime}$ be a smooth complex algebraic variety (resp. a germ of complex analytic manifold) and let $(V, \nabla)$ be a meromorphic bundle on $X^{\prime}$ with a flat connection, holomorphic on a Zariski open set $X^{\prime o}$ in $X^{\prime}$. Then there exists a projective modification $\pi: X \rightarrow X^{\prime}$ with $X$ smooth, which is an isomorphism above $X^{\prime o}$, such that $D:=X \backslash X^{\prime o}$ is a normal crossing divisor, and that, for each point $x \in D$, the formalized bundle $\left(\widehat{\mathscr{O}}_{X, x} \otimes_{\mathscr{O}_{x}} V, \widehat{\nabla}\right)$ decomposes, after
a possible ramification around local components of $D$, as

$$
\left(\widehat{\mathscr{O}}_{X, x} \otimes \mathscr{O}_{x} V, \widehat{\nabla}\right)=\bigoplus_{\varphi}\left(\widehat{V}_{\varphi}, \hat{\nabla}_{\varphi}\right),
$$

where $\varphi$ runs over a finite set (depending on $x$ ) of polar parts of meromorphic functions and, for each $\varphi, \widehat{\nabla}_{\varphi}^{\mathrm{reg}}:=\widehat{\nabla}_{\varphi}-\mathrm{d} \varphi \otimes \operatorname{Id}_{\widehat{V}_{\varphi}}$ has regular singularities ([Del70]).

The following complement is important, and in fact is included in the proof of the theorem above. Let us fix local coordinates $\left(x_{1}, \ldots, x_{n}\right)$ centered at $x_{o} \in D$ so that $D=\left\{x_{1} \cdots x_{\ell}=0\right\}$.

Definition 2. We say that a finite family $\Phi_{x_{o}} \subset \mathscr{O}_{X, x_{o}}(* D) / \mathscr{O}_{X, x_{o}}$ of polar parts is good if $\# \Phi_{x_{o}}=1$ or, for any $\varphi \neq \psi$ in $\Phi_{x_{o}}$, the Newton polyhedron $\operatorname{NP}(\varphi-\psi)$ is an octant with vertex in $-\mathbb{N}^{\ell} \times\left\{0_{n-\ell}\right\}$, i.e., $\varphi-\psi=x^{-\boldsymbol{m}_{\ell}} \cdot u(x)$ with $\boldsymbol{m}_{\ell} \in \mathbb{N}^{\ell} \backslash\{0\}$ (or $\varphi-\psi \equiv 0$ ) and $u \in \mathscr{O}_{X, x_{o}}$ with $u(0) \neq 0$.

Complement to Theorem 1. In Theorem 1, one can moreover achieve that, at each point of $x \in D$, the family $\Phi_{x}$ is good.

### 7.2. Working on the real blow-up space

7.2.a. Real blow-up. Recall that the oriented real blow-up space $\widetilde{\mathbb{C}}^{\ell}$ of $\mathbb{C}^{\ell}$ along $t_{1}, \ldots, t_{\ell}$ is the space of polar coordinates in each variable $t_{j}$, that is, the product $\left(S^{1} \times \mathbb{R}_{+}\right)^{\ell}$ with coordinates $\left(e^{i \theta_{j}}, \rho_{j}\right)_{j=1, \ldots, \ell}$ and $t_{j}=\rho_{j} e^{i \theta_{j}}$. The oriented real blowing-up map $\varpi: \widetilde{\mathbb{C}}^{\ell} \rightarrow \mathbb{C}^{\ell}$ induces a diffeomorphism $\left\{\rho_{1} \cdots \rho_{\ell} \neq 0\right\}=:\left(\widetilde{\mathbb{C}}^{\ell}\right)^{*} \xrightarrow{\sim}$ $\left(\mathbb{C}^{\ell}\right)^{*}:=\left\{t_{1} \cdots t_{\ell} \neq 0\right\}$. In the following, we just call them real blow-up space or real blowing-up map.

Let $X$ be a reduced complex analytic space (e.g. a complex manifold) and let $f: X \rightarrow \mathbb{C}$ be a holomorphic function on $X$ with zero set $X_{0}=X_{0}(f)$. The oriented real blow-up space of $X$ along $f$, denoted by $\widetilde{X}(f)$, is the closure in $X \times S^{1}$ of the graph of the map $f /|f|: X^{*}=X \backslash X_{0} \rightarrow S^{1}$. The real blowing-up map $\varpi: \widetilde{X} \rightarrow X$ is the map induced by the first projection. The inverse image $\varpi^{-1}\left(X_{0}\right)$, that we denote by $\partial \widetilde{X}$, is a priori contained in $X_{0} \times S^{1}$.

Let now $D$ be a locally principal divisor in $X$ and let $\left(U_{\alpha}\right)_{\alpha \in A}$ be a locally finite covering of $X$ by open sets $U_{\alpha}$ such that in each $U_{\alpha}$, the divisor $D$ is defined by a holomorphic function $f^{(\alpha)}$. The data $\left[U_{\alpha}, f^{(\alpha)}\right]_{\alpha \in A}$ allow one to define, by gluing the real blow-up spaces $\widetilde{U}_{\alpha}\left(f^{(\alpha)}\right)$, a space $\widetilde{X}(D)$. Set $f^{(\alpha)}=u^{(\alpha, \beta)} f^{(\beta)}$ on $U_{\alpha} \cap U_{\beta}$. The gluing map is induced by

$$
\begin{aligned}
\left(U_{\alpha} \cap U_{\beta}\right) \times\left(\mathbb{C}^{*} / \mathbb{R}_{+}^{*}\right) & \longrightarrow\left(U_{\alpha} \cap U_{\beta}\right) \times\left(\mathbb{C}^{*} / \mathbb{R}_{+}^{*}\right) \\
\left(x,\left(e^{i \theta}\right)\right) & \longmapsto\left(x,\left(u^{(\alpha, \beta)} e^{i \theta} \bmod \mathbb{R}_{+}^{*}\right)\right)
\end{aligned}
$$

One checks that the space $\widetilde{X}(D)$ does not depend on the choices made (up to a unique homeomorphism compatible with the projection to $X$ ).

Real blow-up along a family of divisors. Let now $\left(D_{j}\right)_{j \in J}$ be a locally finite family of locally principal divisors in $X$ and let $f_{j}$ be sections $\mathscr{O}_{X} \rightarrow \mathscr{O}_{X}\left(D_{j}\right)$. The fibre product over $X$ of the $\widetilde{X}\left(D_{j}\right)$ (each defined with $f_{j}$ ), when restricted over $X_{J}^{*}:=X \backslash \bigcup_{j} D_{j}$, is isomorphic to $X_{J}^{*}$. We then define the real blow-up $\widetilde{X}\left(D_{j \in J}\right)$ as the closure of $X_{J}^{*}$ in this fibre product. It is defined up to unique homeomorphism compatible with the projection to $X$. We usually regard $X_{J}^{*}$ as an open analytic submanifold in $\widetilde{X}\left(D_{j \in J}\right)$.
7.2.b. Sheaves of holomorphic functions on the real blow-up space. We consider a locally finite family $\left(D_{j}\right)_{j \in J}$ of smooth (and reduced) divisors in a smooth complex manifold $X$, and we set $D=\bigcup_{j} D_{j}$. We will assume that $D$ has only normal crossings. We will work on the real blow-ups space on $\widetilde{X}:=\widetilde{X}\left(D_{j \in J}\right)$.
The sheaf of holomorphic functions. The space $\widetilde{X}$ is a $C^{\infty}$ manifold with corners, and the operators $\overline{x_{j} \partial_{x_{j}}}(j=1, \ldots, \ell)$, as well as $\bar{\partial}_{x_{k}}(k>\ell)$ act on it, by using the usual formula in polar coordinates. The kernel $\mathscr{A}_{\tilde{X}}$ is a sheaf on $\widetilde{X}$ which coincides with $\mathscr{O}_{X^{*}}$ on $X^{*}:=X \backslash D$. Moreover, let $\varpi: \widetilde{X} \rightarrow X$ denote the real blowing-up map. Then $\mathscr{A}_{\widetilde{X}}$ is naturally a left $\varpi^{-1} \mathscr{D}_{X}$-module (i.e., one can differentiate a function in $\mathscr{A}_{\tilde{X}}$ with respect to all $x_{j}$ ).

Given a meromorphic bundle with integrable connection $(V, \nabla)$, we associate with it the locally free $\mathscr{A}_{\tilde{X}}(* D)$-module $\mathscr{A}_{\tilde{X}} \otimes_{\varpi^{-1}} \mathscr{O}_{X} V$, equipped with the integrable connection (left $\varpi^{-1} \mathscr{D}_{X}$-module structure) $\widetilde{\nabla}$.

Results in asymptotic analysis (Sibuya, Majima, C.S., T. Mochizuki) allow one to extend to higher dimensions the classical results in dimension one (see [Was65, Mal91]).

Theorem 3. Let $(V, \nabla)$ be a meromorphic flat bundle with integrable connection having poles along a normal crossing divisor $D$. Let $x_{o} \in D$ and assume that the formal decomposition (after possibly a ramification) as in Theorem 1 holds at $x_{o}$, and that $\Phi_{x_{o}}$ satisfies the goodness property. Then this decomposition can be lifted locally on $\varpi^{-1}\left(x_{o}\right)$ as a decomposition of $\mathscr{A}_{\tilde{X}} \otimes_{\varpi^{-1} \mathscr{O}_{X}} V$.

The sheaf of holomorphic functions with moderate growth. Let $\mathscr{O}_{X}(* D)$ denotes the sheaf of meromorphic functions on $X$ with poles along $D$ at most. It can also be defined as the subsheaf of $j_{*} \mathscr{O}_{X^{*}}$ (with $j: X^{*}=X \backslash D \hookrightarrow X$ the open inclusion) consisting of holomorphic functions having moderate growth along $D$.

We define a similar sheaf on $\widetilde{X}:=\widetilde{X}\left(D_{j \in J}\right)$, that we denote by $\mathscr{A}_{\widetilde{X}}^{\bmod D}$ : Given an open set $\widetilde{U}$ of $\widetilde{X}$, a section $f$ of $\mathscr{A}_{\widetilde{X}}^{\bmod D}$ on $\widetilde{U}$ is a holomorphic function on $U^{*}:=\widetilde{U} \cap X^{*}$ such that, for any compact set $K$ in $\widetilde{U}$, in the neighbourhood of which $D$ is defined by $g_{K} \in \mathscr{O}_{X}(K)$, there exists constants $C_{K}>0$ and $N_{K} \geqslant 0$ such that $|f| \leqslant C_{K}\left|g_{K}\right|^{-N_{K}}$ on $K$.

The moderate de Rham complex. The sheaf $\mathscr{A}_{\widetilde{X}}^{\bmod D}$ is stable by derivations of $X$ (in local coordinates) and there is a natural de Rham complex on $\widetilde{X}\left(D_{j \in J}\right)$ :

$$
\operatorname{DR}^{\bmod D}\left(\mathscr{O}_{X}\right):=\left\{\mathscr{A}_{\widetilde{X}}^{\bmod D} \xrightarrow{d} \mathscr{A}_{\widetilde{X}}^{\bmod D} \otimes \varpi^{-1} \Omega_{X}^{1} \longrightarrow \cdots\right\}
$$

When restricted to $X^{*}$, this complex is nothing but the usual holomorphic de Rham complex.

Let $(V, \nabla)$ be a meromorphic bundle with integrable connection having poles along $D$. We associate with $(V, \nabla)$ the moderate de Rham complex

$$
\mathrm{DR}^{\bmod D}(V, \nabla):=\left\{\mathscr{A}_{\widetilde{X}}^{\bmod D} \otimes \varpi^{-1}(V) \xrightarrow{\nabla} \mathscr{A}_{\tilde{X}}^{\bmod D} \otimes \varpi^{-1}\left(\Omega^{1} \otimes V_{X}\right) \rightarrow \cdots\right\}
$$

which coincides with $\mathrm{DR}(V, \nabla)$ on $X^{*}$.
Set $\mathscr{V}=\operatorname{ker} \nabla: V_{\mid X^{*}} \rightarrow \Omega_{X^{*}}^{1} \otimes V_{\mid X^{*}}$ (this is a locally constant sheaf of finite dimensional $\mathbb{C}$-vector spaces on $\left.X^{*}\right)$ and let $\widetilde{\jmath}$ denote the inclusion $X^{*} \hookrightarrow \widetilde{X}$.

Theorem 4. Assume that $(V, \nabla)$ is good along $D$ (Definition 2). Then

$$
\mathscr{H}^{j} \mathrm{DR}^{\bmod D}(V, \nabla)= \begin{cases}0 & \text { if } j>0, \\ \widetilde{\jmath}_{*} \mathscr{V} & \text { if } j=0 \quad \text { (local system on } \widetilde{X}) .\end{cases}
$$

### 7.3. The notion of a Stokes filtration

7.3.a. The sheaf $\mathcal{J}$ in the case of normal crossings. Let us consider a family $\left(D_{j \in J}\right)$ of smooth divisors of $X$ whose union $D$ has only normal crossings, and the corresponding real blowing-up map $\varpi: \widetilde{X}\left(D_{j \in J}\right) \rightarrow X$. We will consider multiintegers $\boldsymbol{d} \in\left(\mathbb{N}^{*}\right)^{J}$. The definition of the sheaves $\widetilde{\mathcal{J}}_{\boldsymbol{d}}$ and $\mathcal{J}_{\boldsymbol{d}}$ is similar to that in dimension one.

Let us set $\mathbf{1}=(1, \ldots, 1)(\# J$ terms $)$ and $\widetilde{\mathcal{J}}_{1}=\varpi^{-1} \mathscr{O}_{X}(* D) \subset \widetilde{\jmath}_{*} \mathscr{O}_{X}$. Let us fix $x_{o} \in D$, let us denote by $D_{1}, \ldots, D_{\ell}$ the components of $D$ going through $x_{o}$, and set $\widetilde{x}_{o} \in \varpi^{-1}\left(x_{o}\right) \simeq\left(S^{1}\right)^{\ell}$. Then a local section of $\varpi^{-1} \mathscr{O}_{X}(* D)$ near $\widetilde{x}_{o}$ is locally bounded in the neighbourhood of $\widetilde{x}_{o}$ if and only if it is holomorphic in the neighbourhood of $x_{o}$. In other words, as in the smooth case, $\varpi^{-1} \mathscr{O}_{X}(* D) \cap\left(\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}\right)^{\mathrm{lb}}=\varpi^{-1}\left(\mathscr{O}_{X}\right)$.

We locally define $\widetilde{\mathcal{J}}_{\boldsymbol{d}}$ near $x_{o}$, by using a ramified covering $\rho_{\boldsymbol{d}}$ of $\left(X, x_{o}\right)$ along $\left(D, x_{o}\right)$ of order $\boldsymbol{d}=\left(d_{1}, \ldots, d_{\ell}\right)$, by the formula $\widetilde{\mathcal{J}}_{\boldsymbol{d}}:=\widetilde{\rho}_{\boldsymbol{d}, *}\left[\varpi_{\boldsymbol{d}, *} \mathscr{O}_{X_{\boldsymbol{d}}}(* D)\right] \cap \widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}$, and $\mathcal{J}_{\boldsymbol{d}}$ by $\mathcal{J}_{\boldsymbol{d}}:=\widetilde{\mathcal{J}}_{\boldsymbol{d}} / \widetilde{\mathcal{J}}_{\boldsymbol{d}} \cap\left(\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}\right)^{\mathrm{lb}}$.

The locally defined subsheaves $\widetilde{\mathcal{J}}_{\boldsymbol{d}}$ glue together all over $D$ as a subsheaf $\widetilde{\mathcal{J}}_{\boldsymbol{d}}$ of $\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}$. We also set globally $\mathcal{J}_{\boldsymbol{d}}=\widetilde{\mathcal{J}}_{\boldsymbol{d}} / \widetilde{\mathcal{J}}_{\boldsymbol{d}} \cap\left(\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}\right)^{1 \mathrm{~b}}$.
Definition 5. The subsheaf $\widetilde{\mathcal{J}} \subset \widetilde{\mathcal{J}}_{*} \mathscr{O}_{X^{*}}$ is the union of the subsheaves $\widetilde{\mathcal{J}}_{\boldsymbol{d}}$ for $\boldsymbol{d} \in\left(\mathbb{N}^{*}\right)^{J}$. The sheaf $\mathcal{J}$ is the subsheaf $\widetilde{\mathfrak{J}} / \widetilde{\mathcal{J}} \cap\left(\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}\right)^{\mathrm{lb}}$ of $\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}} /\left(\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}\right)^{\mathrm{lb}}$.
Definition 6. The order on $\widetilde{\mathcal{J}}$ is given by $\widetilde{\mathcal{J}}_{\leqslant 0}:=\widetilde{\mathcal{J}} \cap \log \mathscr{A}_{\widetilde{X}\left(D_{j \in J}\right)}^{\bmod D}$. It is stable by the addition of an element of $\left(\widetilde{\jmath}_{*} \mathscr{O}_{X^{*}}\right)^{\text {lb }}$ and defines an order on $\mathcal{J}$.
7.3.b. Stokes-filtered local systems. A Stokes-filtered local system on $\partial \widetilde{X}$ is intended to be a local system $\mathscr{L}$ on $\partial \widetilde{X}$ together with a "filtration by subsheaves indexed by the sheaf of ordered groups $\mathfrak{J} "$. It is useful to consider the étalé space Jét of the sheaf $\mathcal{J}$, together with the map (local homeomorphism) $\mu: \mathcal{J}^{\text {ét }} \rightarrow \widetilde{X}$, so that by definition $\Gamma(U, \mathcal{J})$ is the space of continuous sections $s: U \rightarrow$ Jét of $\mu$. The topological space $\mathfrak{J}^{\text {ét }}$ may be quite awful (in particular, not Hausdorff).

A Stokes filtration of $\mathscr{L}$ is therefore a subsheaf $\mathscr{L}_{\leqslant}$of $\mu^{-1} \mathscr{L}$ (i.e., consists of the data of subsheaves $\mathscr{L}_{\leqslant \varphi}$ of $\mathscr{L}_{\mid U}$ for any open set $U \subset \partial \widetilde{X}$ and any section $\varphi \in \Gamma(U, \mathcal{J})$, in a way compatible with restrictions $V \subset U$ and such that, if $\psi \leqslant_{U} \varphi$, then $\mathscr{L}_{\leqslant \psi} \subset$ $\mathscr{L}_{\leqslant \varphi}$. In order to get the full strength of a Stokes filtration, one adds a local splitting property as follows.

For each $I \subset J$, set $D_{I}=\bigcap_{j \in I} D_{i}$, and let $D_{I}^{o}=D_{I} \backslash \bigcup_{j \notin I} D_{j}$. This is a smooth locally closed submanifold in $X$. When restricted above $D_{I}^{o}$, Jét is Hausdorff, and for each $\varphi, \mathscr{L}_{<\varphi, \theta}:=\sum_{\psi<{ }_{\theta} \varphi, \theta} \mathscr{L}_{\leqslant \psi, \theta}$, for $\theta \in \varpi^{-1}\left(D_{I}^{o}\right)$, defines a subsheaf of $\mathscr{L}_{\leqslant \varphi \mid \varpi^{-1}\left(D_{I}^{o}\right)}$. Therefore, above each stratum $D_{I}^{o}$ one can define a graded sheaf gr $\mathscr{L}^{\mathscr{L}}$. However, the gluing between various strata needs some care.

The splitting property means that, above each stratum $D_{I}^{o}$, the local system $\mathscr{L}$ is locally isomorphic to the direct sum of its graded pieces $\operatorname{gr}_{\varphi} \mathscr{L}$.

In a more intrinsic way, there exists on each $\mathcal{J}_{\mid D_{I}^{o}}^{\text {et }}$ a subsheaf $\mathscr{L}_{<}$of $\mathscr{L}_{\leqslant}$(the latter exists on the whole $J^{\text {ét }}$ ) with suitable gluing properties between strata, such that $\operatorname{gr} \mathscr{L}:=\mathscr{L}_{\leqslant} / \mathscr{L}_{<}$is a local system supported on a finite covering $\widetilde{\Sigma}_{I}^{o} \subset \mathcal{J}_{\mid D_{I}^{o}}^{\text {ét }}$ of $\partial \widetilde{X}_{\mid D_{I}^{o}}$. The union $\widetilde{\Sigma}:=\widetilde{\Sigma}_{I}^{o}$ is a stratified covering of $\partial \widetilde{X}$. The set $\Sigma$ takes into account

- the non-Hausdorff property of Jét,
- the fact that the exponential factors $\varphi$ may be multivalued since the fibres of $\varpi$ are homeomorphic to tori $\left(S^{1}\right)^{k}$,
- the fact that the exponential factors $\varphi$ may be multivalued since $D_{I}^{o}$ may be non simply connected.

Therefore, the notion of Stokes-filtered local system takes into account the global (along $D$ ) aspects of the local Stokes phenomena.

## 7.3.c. The Riemann-Hilbert correspondence.

Definition 7. We say that a stratified covering $\widetilde{\Sigma}$ is good if its fibers above each point of $D$ are good families of polar parts. A Stokes-filtered local system $\left(\mathscr{L}, \mathscr{L}_{\bullet}\right)$ is said to be good if the associated stratifed covering $\widetilde{\Sigma}$ is good.
Theorem 8. Let $\widetilde{\Sigma}$ be a good stratified $\mathcal{J}$-covering with respect to the (pull-back to $\partial \widetilde{X}(D)$ of the) natural stratification of $D$. The Riemann-Hilbert functor induces an equivalence between the category of germs of good meromorphic connections along $D$ with stratified $\mathcal{J}$-covering contained in $\widetilde{\Sigma}$ and the category of good Stokes-filtered $\mathbb{C}$-local systems on $\partial \widetilde{X}$ with stratified J-covering contained in $\widetilde{\Sigma}$.

## LECTURE 8

## PUSH-FORWARD OF STOKES-FILTERED LOCAL SYSTEMS. APPLICATIONS TO THE FOURIER-LAPLACE TRANSFORMATION

### 8.1. Push-forward of Stokes-filtered local systems

Let $f: X \rightarrow \mathbb{C}$ be a proper holomorphic function on a complex manifold and let $D$ be a divisor with normal crossings in $X$. Let $(V, \nabla)$ be a flat meromorphic bundle with poles along $D$. Assume that $(V, \nabla)$ is good (i.e., satisfies Theorem 1 of Lecture 7 and its complement). We can regard ( $V, \nabla$ ) as a left $\mathscr{D}_{X}$-module, and consider its direct image (Gauss-Manin system) with respect to $f$. Each cohomology module $\mathscr{H}^{j} f_{+}(V, \nabla)$ is a holonomic $\mathscr{D}_{\mathbb{C}}$-module, which corresponds therefore to a Stokes-perverse sheaf on $\mathbb{C}$. The main question we consider in this lecture is: how to compute this Stokes-perverse sheaf directly from the Stokes-filtered local system attached to $(V, \nabla)$ ?

We will consider a simpler variant of the previous question, by localizing at some point in $\mathbb{C}$, the origin say, and by assuming that $D=f^{-1}(0)$. We regard now $f$ as a proper holomorphic map $f: X \rightarrow \Delta$, where $\Delta$ is a small disc centered at 0 . The direct image $\mathscr{H}^{j} f_{+}(V, \nabla)$ is then a meromorphic connection on $\Delta$, with poles at 0 .

Let $\mathscr{V}$ be the local system induced by $(V, \nabla)$ on $X^{*}:=X \backslash D$. Setting $n+1=\operatorname{dim} X$ and assuming $f$ non constant, the local system on $\Delta \backslash\{0\}$ associated with $\mathscr{H}^{j} f_{+}(V, \nabla)$ is $R^{n+j} f_{*} \mathscr{V}$.

The map $f$ induces a map $\widetilde{f}: \widetilde{X} \rightarrow \widetilde{\Delta}$, where $\widetilde{X}$ is the real-blow-up space of $X$ along the components of $D$. It also induces a map $\widetilde{f}: \partial \widetilde{X} \rightarrow \widetilde{\Delta}=S^{1}$. We now denote by $\widetilde{\mathscr{V}}$ the local system on $\partial \widetilde{X}$ obtained by pushing-forward $\mathscr{V}$ by $\widetilde{\jmath}: X^{*} \hookrightarrow \widetilde{X}$ and then restricting to $\partial \widetilde{X}$. Then $R^{n+j} \widetilde{f}_{*} \widetilde{\mathscr{V}}$ is a local system on $S^{1}$ : still denoting by $\widetilde{\jmath}: \Delta^{*} \hookrightarrow \widetilde{\Delta}$ the inclusion, it is nothing but the restriction to $S^{1}$ of $\widetilde{\jmath}_{*} R^{n+j} f_{*} \mathscr{V}$.

Let $(\widetilde{\mathscr{V}}, \widetilde{\mathscr{V}})$ be a good Stokes-filtered local system on $\partial \widetilde{X}$ (e.g. $(\widetilde{\mathscr{V}}, \widetilde{\mathscr{V}})$ is the Stokesfiltered local system associated with the good meromorphic connection $(V, \nabla)$ by the Riemann-Hilbert correspondence). Let $\varphi \in \mathscr{O}_{\Delta, 0}(* 0) / \mathscr{O}_{\Delta, 0}$ be a polar part of one variable, and let $f^{*} \varphi$ be its pull-back on $X$. Then $\widetilde{\mathscr{V}}_{f^{*} \varphi}$ is a subsheaf of $\widetilde{\mathscr{V}}$.

Theorem 1. For each such $\varphi$ (and the ramified analogue), the natural morphism $R^{n+j} \widetilde{f}_{*} \widetilde{\mathscr{V}}_{\leqslant f^{*} \varphi} \rightarrow R^{n+j} \widetilde{f}_{*} \widetilde{\mathscr{V}}$ is injective.

This theorem, which is a kind of $E_{1}$-degeneracy property of the Stokes filtration, is proved through the Riemann-Hilbert correspondence, by using the following general result.

Let $\pi: X \rightarrow X^{\prime}$ be a holomorphic map between complex manifolds $X$ and $X^{\prime}$. We assume that $X$ and $X^{\prime}$ are equipped with normal crossing divisors $D$ and $D^{\prime}$ with smooth components $D_{j \in J}$ and $D_{j^{\prime} \in J^{\prime}}^{\prime}$, and that
(1) $D=\pi^{-1}\left(D^{\prime}\right)$,
(2) $\pi: X \backslash D \rightarrow X^{\prime} \backslash D^{\prime}$ is smooth.

Let $\varpi: \widetilde{X}\left(D_{j \in J}\right) \rightarrow X$ (resp. $\varpi^{\prime}: \widetilde{X}^{\prime}\left(D_{j^{\prime} \in J^{\prime}}^{\prime}\right) \rightarrow X^{\prime}$ ) be the real blowing-up of the components $D_{j \in J}$ in $X$ (resp. $D_{j^{\prime} \in J^{\prime}}^{\prime}$ in $X^{\prime}$ ). There exists a lifting $\widetilde{\pi}: \widetilde{X} \rightarrow \widetilde{X}^{\prime}$ of $\pi$ (see §7.2.a) such that the following diagram commutes:


Notice that $\partial \widetilde{X}=\widetilde{\pi}^{-1}\left(\partial \widetilde{X}^{\prime}\right)$.
Theorem 2 (T. Mochizuki). Let $\pi:(X, D) \rightarrow\left(X^{\prime}, D^{\prime}\right)$ be as above. Let $\mathscr{M}$ be a meromorphic connection with poles along $D$ at most. Let $\pi_{+} \mathscr{M}$ the direct image of $\mathscr{M}$ (as a $\mathscr{D}_{X}(* D)$-module). Then

$$
\mathrm{DR}^{\bmod D^{\prime}}\left(\pi_{+} \mathscr{M}\right) \simeq \boldsymbol{R} \widetilde{\pi}_{*} \mathrm{DR}^{\bmod D}(\mathscr{M})
$$

### 8.2. Stokes filtration and Fourier-Laplace transformation

Let $M$ be a regular holonomic $\mathbb{C}[t]\left\langle\partial_{t}\right\rangle$-module. The purpose of this section is to give an explicit formula for the Stokes filtration of its Laplace transform ${ }^{F} M$ at infinity, in terms of topological data obtained from $M$. More precisely, let $\mathscr{F}={ }^{\mathrm{p}} \mathrm{DR}^{\text {an }} M$ be the analytic de Rham complex of $M$ (shifted according to the usual perverse convention). The question we address is a formula for the Stokes filtration of ${ }^{F} M$ at $\tau=\infty$ in terms of $\mathscr{F}$ only. In other words, we will define a topological Laplace transform of $\mathscr{F}$ as being a perverse sheaf on $\widehat{\mathbb{A}}^{1}$ with a Stokes filtration at infinity, in such a way that the topological Laplace transform of $\mathrm{DR}^{\text {an }} M$ is $\mathrm{DR}^{\text {an }}{ }_{F} M$ together with its Stokes filtration at infinity (i.e., $\mathrm{DR}^{\text {an }} F_{M}$ as a Stokes-perverse sheaf on $\widehat{\mathbb{P}}^{1}$, see Definition 14 of Lecture 6).

The more general case where $M$ has arbitrary singularities has been considered in [Ma191] and [Moc10].

A consequence of this result is that, if the perverse sheaf $\mathscr{F}$ is defined over $\mathbb{Q}$ (say), then the Stokes filtration of ${ }^{F} M$ at infinity is also defined over $\mathbb{Q}$.

We note that the formal structure of ${ }^{F} M$ at $\infty$ is described through the vanishing cycles of $\operatorname{DR} M$ (or the moderate vanishing cycles of $M$ ) at each of the singular points of $M$ in $\mathbb{A}^{1}$. Therefore, according to the Riemann-Hilbert correspondence (Theorem 2 of Lecture 6 ), the set of exponential factors of ${ }^{F} M$ at $\widehat{\infty}$ are the $c / \tau^{\prime}$, where $\tau^{\prime}$ is the coordinate centered at $\widehat{\infty}$ in $\widehat{\mathbb{A}}^{1}$ and $c$ runs among the singular points of $M$. Similarly, the graded sheaf $\mathrm{gr}_{c / \tau^{\prime}} \mathscr{L}$ is obtained from the vanishing cycle space $\phi_{t-c}^{\text {mod }} M$ together with its monodromy.

We will try to recover this Stokes-filtered local system ( $\left.\mathscr{L}, \mathscr{L}_{\bullet}\right)$ from the perverse sheaf $\mathscr{F}={ }^{\mathrm{p}} \mathrm{DR}^{\text {an }} M$.
8.2.a. The topological Laplace transformation. Since we a priori know that the set of exponential factors of $F_{M}$ at $\widehat{\infty}$ is non-ramified and of the form $\left\{c / \tau^{\prime} \mid c \in C \subset \mathbb{C}\right\}$, it is enough to give the topological description of $\mathscr{L}_{\leqslant c / \tau^{\prime}}$ and $\mathscr{L}_{<c / \tau^{\prime}}$ for any $c \in \mathbb{C}$ (and jumps will only occur for $c \in C$ ).

Let $\mathscr{F}$ be any perverse sheaf (of $\mathbb{Q}$-vector spaces) on $\mathbb{A}^{1}$. We will define a Stokesfiltered local system ( $\mathscr{L}, \mathscr{L}_{\bullet}$ ) indexed by $C / \tau^{\prime}$ on $S_{\widehat{\infty}}^{1}$.

For $\widehat{\theta}_{o}^{\prime} \in S_{\widehat{\infty}}^{1}$, let us denote by $B_{\widehat{\theta}_{o}^{\prime}} \subset S_{\infty}^{1}$ the closed interval $\left\{\left(\infty, e^{i \theta}\right) \mid \operatorname{Re}\left(e^{i \theta-\widehat{\theta}_{o}^{\prime}}\right) \geqslant\right.$ $0\}$, and let $A_{\widehat{\theta}_{o}^{\prime}} \subset S_{\infty}^{1}$ be the complementary open interval. Let us denote by $\Phi_{\widehat{\theta}_{o}^{\prime}}$ the family of closed sets $S \subset \mathbb{A}^{1}$ such that $\bar{S} \cap B_{\widehat{\theta}_{o}^{\prime}}=\varnothing$. We then define

$$
\mathscr{L}_{\widehat{\theta}_{o}^{\prime}}=H_{\Phi_{\widehat{\theta}_{o}^{\prime}}}^{1}\left(\mathbb{A}^{1}, \mathscr{F}\right) .
$$

If $\alpha: \mathbb{A}^{1} \hookrightarrow\left(\mathbb{A}^{1} \cup A_{\widehat{\theta}_{o}^{\prime}}\right)$ and $\beta:\left(\mathbb{A}^{1} \cup A_{\widehat{\theta}_{o}^{\prime}}\right) \hookrightarrow\left(\mathbb{A}^{1} \cup S_{\infty}^{1}\right)$ denote the open inclusions, we can also write

$$
\mathscr{L}_{\widehat{\theta}_{o}^{\prime}}=H^{1}\left(\widetilde{\mathbb{P}}^{1}, \widetilde{F}\right) .
$$

In the following pictures, the set $A_{\widehat{\theta}_{o}^{\prime}}$ is drawn with a full line on the boundary (it is open) and the set $B_{\widehat{\theta}_{o}^{\prime}}$ (or the corresponding set for computing $\mathscr{L}_{\widehat{\theta}_{o}^{\prime},<c / \tau^{\prime}}$ and $\mathscr{L}_{\widehat{\widehat{\theta}}_{o}^{\prime}, \leqslant c / \tau^{\prime}}$ is drawn with a dashed line (it is closed).

8.2.b. Compatibility with Riemann-Hilbert.

Theorem 3. The Stokes filtration of ${ }^{F} M$ at $\widehat{\infty}$ is obtained from $\mathscr{F}:={ }^{\mathrm{p}} \mathrm{DR}^{\mathrm{an}} M$ by topological Laplace transformation.

## LECTURE 9

## SOME EXERCISES

### 9.1. Twistor construction

We regard $\mathbb{P}^{1}$ as the union of two affine charts $\mathbb{C}_{z}$ and $\mathbb{C}_{z^{\prime}}$, with $z^{\prime}=1 / z$ on the intersection, and we set $S^{1}=\{\mid z=1\}=\left\{\left|z^{\prime}=1\right|\right\}$. Let $\sigma: \mathbb{P}^{1} \rightarrow \overline{\mathbb{P}}^{1}$ be the anti-holomorphic involution $z \mapsto-1 / \bar{z}$.
(1) Let $\mathscr{H}$ be a holomorphic vector bundle on $\mathbb{C}_{z}$.

- Show that $\sigma^{*} \overline{\mathscr{H}}$ is a holomorphic vector bundle on $\mathbb{C}_{z^{\prime}}$.
(2) Let $\mathscr{C}: \mathscr{H}_{S^{1}} \otimes_{\mathscr{O}_{S^{1}}} \sigma^{*} \overline{\mathscr{H}}_{\mid S^{1}} \rightarrow \mathscr{O}_{S^{1}}$ be $\mathscr{O}_{S^{1}}$ linear inducing an isomorphism $\mathscr{H}_{\mid S^{1}}^{\vee} \simeq \sigma^{*} \overline{\mathscr{H}}_{\mid S^{1}}$. Then $\mathscr{C}$ defines a holomorphic bundle $\widetilde{\mathscr{H}}$ on $\mathbb{P}^{1}$ by gluing $\mathscr{H}^{\vee}$ and $\sigma^{*} \overline{\mathscr{H}}$ along the previous isomorphism. Assume that $\mathscr{H}$ is equipped with a meromorphic connection $\nabla$ having a pole at $z=0$ only.
- Show that $\sigma^{*} \overline{\mathscr{H}}$ has a meromorphic connection having a pole at $z^{\prime}=0$ only.
- Show that if $\mathscr{C}$ is compatible with the connections, then the connection $\nabla$ on $\mathscr{H}^{\vee}$ and that on $\sigma^{*} \overline{\mathscr{H}}$ are compatible and define a meromorphic connection $\nabla$ on $\widetilde{\mathscr{H}}$ with pole at $0, \infty$ only.
- In such a case, show that $\mathscr{C}$ is uniquely determined from its restriction to the local system $\mathscr{L}=$ ker $\nabla$, which is a non-degenerate pairing $C: \mathscr{L}_{\mid S^{1}} \otimes_{\mathbb{C}_{S^{1}}}$ $\iota^{-1} \overline{\mathscr{L}}_{\mid S^{1}} \rightarrow \mathbb{C}_{S^{1}}$, where $\iota$ is the involution $z \mapsto-z$ (note that, for $z \in S^{1}$, $\sigma(z)=\iota(z))$.
Remark. Given $(\mathscr{H}, \nabla)$ and a non-degenerate pairing $C: \mathscr{L}_{\mid S^{1}} \otimes_{\mathbb{C}_{S^{1}}} \iota^{-1} \overline{\mathscr{L}}_{\mid S^{1}} \rightarrow \mathbb{C}_{S^{1}}$ as above, it is difficult to check whether $\widetilde{\mathscr{H}}$ is trivial, or to compute the BirkhoffGrothendieck decomposition of $\widetilde{\mathscr{H}}$, as this reduces to a transcendental question.
(3) Assume that we are given $(\mathscr{H}, \mathscr{C})$ as above. Show that $\widetilde{\mathscr{H}} \simeq \sigma^{*} \overline{\mathscr{H}}$. Conclude that, if $(\mathscr{H}, \mathscr{C})$ is a pure twistor of weight 0 , that is, if $\widetilde{\mathscr{H}}$ is the trivial bundle, then $H:=\Gamma\left(\mathbb{P}^{1}, \widetilde{\mathscr{H}}\right)$ is equipped with a nondegenerate sesquilinear form.


### 9.2. Elementary $\mathbb{C}((z))$-vector spaces with connection

Let $R$ be a finite dimensional $\mathbb{C}((z))$-vector space equipped with a connection $\nabla$ having a regular singularity, i.e., there exists a basis of $R$ in which $\nabla=d+A \mathrm{~d} z / z, A$ a constant matrix.
(1) Let $\varphi \in \mathbb{C}((z))$. Show that $\nabla+\mathrm{d} \varphi \mathrm{Id}$ is a connection which only depends on $\varphi \bmod \mathbb{C} \llbracket z \rrbracket$, that is, if $\varphi, \psi \in \mathbb{C}((z))$ are such that $\varphi-\psi \in \mathbb{C} \llbracket z \rrbracket$, then $(R, \nabla+\mathrm{d} \varphi \mathrm{Id}) \simeq$ $(R, \nabla+\mathrm{d} \psi \mathrm{Id})$.
(2) Show that if $\varphi \neq 0$ in $\mathbb{C}((z)) / \mathbb{C} \llbracket z \rrbracket$, then $\operatorname{ker} \nabla=0$. Applying this to End, show the converse to the implication above.
(3) Let $u$ be a new variable, let $\rho \in u \mathbb{C} \llbracket u \rrbracket$ with valuation $v_{u}(\rho)=p \geqslant 1$, and set $z=\rho(u)$. Show that $\mathbb{C}((u))$ is a $\mathbb{C}((z))$-vector space. Let $R$ be a $n$-dimensional $\mathbb{C}((u))$ vector space. Show that $R$ is a finite dimensional $\mathbb{C}((z))$-vector space and compute its dimension. It is denoted by $\rho_{*} R$.
(4) Assume $R$ has a connection $\nabla$ (w.r.t. to $u$ ). Show that $\nabla_{\partial_{z}}:=\rho^{\prime}(u)^{-1} \nabla_{\partial_{u}}$ defines a derivation of $R$ as a $\mathbb{C}((z))$-vector space. Then $\left(R, \nabla_{\partial_{z}}\right)$ is denoted $\rho_{+}\left(R, \nabla_{\partial_{u}}\right)$.
(5) Let $S$ be a $m$-dimensional $\mathbb{C}((z))$-vector space with a connection $\nabla$ (w.r.t. $z$ ) and set $\rho^{*} S=\mathbb{C}((u)) \otimes_{\mathbb{C}((z))} S$. Show that the formula $\nabla_{\partial_{u}}(1 \otimes s)=\rho^{\prime}(u) \otimes \nabla_{\partial_{z}} s$ defines a connection on $\rho^{*} S$ (w.r.t. $u$ ). It is denoted $\rho^{+}(S, \nabla)$.
(6) Let $\lambda \in u \mathbb{C} \llbracket u \rrbracket$ with $v_{u}(\lambda)=1$. Compute $\lambda^{+}(S, \mathrm{~d}+\mathrm{d} \psi \mathrm{Id}+A \mathrm{~d} z / z)$ and $\lambda_{+}(R, \mathrm{~d}+\mathrm{d} \varphi \operatorname{Id}+A \mathrm{~d} u / u), \varphi \in \mathbb{C}((u)), \psi \in \mathbb{C}((z))$ and $A$ a constant matrix.
(7) Let $(R, \nabla)$ and $\left(R^{\prime}, \nabla^{\prime}\right)$ be two $\mathbb{C}((u))$-vector spaces with regular connection, and let $\lambda \in u \mathbb{C} \llbracket u \rrbracket$ with $v_{u}(\lambda)=1$. Show that $\lambda_{+}(R, \nabla+\mathrm{d} \varphi \mathrm{Id}) \simeq\left(R^{\prime}, \nabla^{\prime}+\mathrm{d} \psi \mathrm{Id}\right)$ iff $\psi \circ \lambda \equiv \varphi \bmod \mathbb{C} \llbracket u \rrbracket$ and $(R, \nabla) \simeq\left(R^{\prime}, \nabla^{\prime}\right)$. (Hint: use the series $\rho(u)$ such that $\lambda \circ \rho=1$ and show that $\left.\lambda_{+}=\rho^{+}.\right)$
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